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Abstract—In this paper, we study the stability and convergence properties of a decentralized proportional-integral velocity controller for collective transport by a team of point-mass robots that are rigidly attached to a payload. The controller only requires robots’ velocity measurements, and the only information provided to the robots is the target speed and direction of transport. We prove that the closed-loop system with proportional control alone is exponentially stable, and we derive the system’s rate of convergence to the desired transport velocity. We analyze the parameters that affect this convergence rate and characterize its dependence on the robots’ distribution around the payload. We add an integral controller to the proportional controller to compensate for any drift from the desired transport path and prove asymptotic stability in this case. We validate our analytical results for the proportional controller through simulations with three different robot distributions around the payload. These simulations demonstrate that the robots’ distribution has the predicted effect on the convergence rate, which influences the load’s rotation and drift from the desired path during the transient phase of transport. We also confirm through simulation that the proportional-integral controller drives this drift to zero while achieving the desired transport velocity.

I. INTRODUCTION

Cooperative payload manipulation by multi-robot systems has a variety of potential applications, including construction and manufacturing, assembly in space and underwater, search-and-rescue operations, and disaster response. We aim to design robot controllers that can achieve cooperative manipulation with a quantifiable degree of predictability in unknown, remote, and hazardous environments with limited data and communication. Our approach is inspired by group food retrieval in ants [1], [2], [3], a striking example of decentralized collective transport in which the transport team members do not follow predefined paths, use explicit communication, or have prior knowledge about the payload, the distribution of teammates around it, and the location of obstacles in the environment. While the ants know the direction to their nest, it is likely that their activities during transport are influenced only by their local information.

Our work in this paper constitutes an effort toward multirobot implementation of ant-like collective transport with all of these properties. We consider a team of identical point-mass robots that move on a planar surface and are rigidly attached to a payload in an arbitrary configuration, as shown in Figure 1. We assume that each robot can measure its own velocity. The robots do not have global localization or communication capabilities, and they lack information about the payload dynamics, the number of robots in the transport team, and the robots’ distribution around the payload. Subject to these constraints, the robots must transport the payload to a goal location along a straight path at a regulated velocity. We assume that each robot knows the target direction to the goal and the desired transport speed.

Various control strategies have been previously proposed for cooperative manipulation in other scenarios that are not subject to all of these constraints. In some recent control approaches, such as [4], a supervisor (a human or a central computer) observes the motion of the system and communicates appropriate control commands to the robots in order to guide the payload toward the goal. Decentralized control strategies have also been proposed to improve the system’s robustness to errors, failures, and disturbances. Some of these methods are leader-follower algorithms in which the leader takes the main role in planning the payload trajectory and controlling its motion to the goal, while the other robots contribute to the transport motion in a coordinated manner using consensus [5] or an estimation method based on force sensing [6]. In other works, all robots in the transport team are assumed to be identical. In [7], a decentralized approach is proposed in which robots push a large load to a goal when their line of sight to the goal is occluded by the load. In other methods, robots communicate their measurements to each other in order to estimate parameters of an unknown payload [8], [9]. Other approaches do not rely on communication or prior information about the payload’s dynamics, but they require a supervisor to define trajectories beforehand for the robots and the payload [10], [11], [12]. A strategy inspired by formation control is proposed in [13] for the case of a flexible payload that requires regulation of contact forces. In [14], [15], [16], [17], [18], adaptive robust control approaches are proposed that combine a stabilizing robust term with a regression term in the controller. These approaches require prior information about the robots’ distribution around the payload.

The work in [19] proposes a decentralized approach to the problem that we address, in which each robot applies a force to the payload that is defined as a proportional velocity controller. It is demonstrated that the payload moves in a straight line toward the goal with no more than 180° of rotation. However, there is no stability analysis that guarantees the convergence of the system’s dynamics to the desired motion. In this paper, we investigate the stability properties
We model the dynamics of the system in Figure 1, a load that is transported by \( N \) point-mass robots, which we studied in our previous work [20]. Here, we derive the equations of motion for the entire system, comprised of both the load and the robots, whereas in [20] we derived the dynamics of each robot. We define \( m_r \) as the mass of each robot, \( m_o \) as the mass of the payload, and \( I_o \) as the load’s moment of inertia about the axis normal to the plane of motion. We also define \( r_c \) as the vector from the center of mass of the entire system \((CM_o)\) to the load’s center of mass, and \( r_i \) as the vector from \( CM_o \) to the attachment point of robot \( i \). Both \( r_c \) and \( r_i \) are expressed in the inertial reference frame shown in Figure 1, defined such that the \( x\)-axis points in the target direction of transport. Then, the mass \( m \) and moment of inertia \( I \) of the entire system are given by:

\[
m = m_o + Nm_r, \quad I = I_o + m_o ||r_c||^2 + m_r \sum_{i=1}^{N} ||r_i||^2. \tag{1}
\]

Each robot \( i \) applies an actuating force \( u_i = [u_{i,x} \ u_{i,y}]^T \) to the payload. We denote the vector of all applied forces by \( u = [(u_1)_x \ (u_1)_y \cdots (u_N)_x \ (u_N)_y]^T \).

We define the position of \( CM_o \) in the inertial reference frame as \([x_o \ y_o]^T\) and the load’s orientation in this frame as \( \theta_o \). We will use \( q_o = [x_o \ y_o \ \theta_o]^T \) as generalized coordinates that describe the motion of the entire system. Then we can write the equation of motion of the system as:

\[
[mI \ 0] \dot{q}_o = [I \ 0 \ \ I \ 0 \ \ \cdots \ \ I \ 0 \ \ \hat{r}_N] u, \tag{2}
\]

where \( I \) is the identity matrix and \( \hat{r}_N \) is a skew-symmetric matrix defined by \( r_i \times u = \hat{r}_i u \).

Let \( \dot{x}_i \) and \( \dot{y}_i \) be the speed of robot \( i \) along the \( x \) and \( y \) axes of the inertial frame. We define the components of \( u_i \) for each robot \( i \) as proportional velocity controllers:

\[
u_{i,x} = k(v_{des} - \dot{x}_i), \quad u_{i,y} = k(-\dot{y}_i), \tag{3}
\]

where \( k \) is the controller gain and \( v_{des} \) is the desired transport speed. This controller drives each robot’s velocity to \( v_{des} \) along the desired direction of transport, with no velocity component perpendicular to this direction. When all robots attain this velocity, the load moves in the target direction at speed \( v_{des} \) with zero angular velocity.

Using the kinematic equations of the payload, we can obtain expressions for \( \dot{x}_i \) and \( \dot{y}_i \) in terms of \( \dot{q}_o \) and then rewrite Equation (3) as:

\[
u_{i,x} = k \left( v_{des} - \dot{x}_o + \dot{\theta}_o \right) ||r_i|| \sin(\theta_o + \theta_i), \quad u_{i,y} = k \left( -\dot{y}_o - \dot{\theta}_o \right) ||r_i|| \cos(\theta_o + \theta_i),  \tag{4}
\]

where \( \theta_i \) is the angle of vector \( r_i \) with respect to a local coordinate frame fixed to the load, as shown in Figure 2. Substituting the controller (4) for each robot into Equation (2), we obtain the following equations for the closed-loop system:

\[
\begin{align*}
x_{des} & = k \left( N(v_{des} - \dot{x}_o + \dot{\theta}_o) \sum_{i=1}^{N} ||r_i|| \sin(\theta_o + \theta_i) \right) , \\
y_{des} & = k \left( -N\dot{y}_o - \dot{\theta}_o \sum_{i=1}^{N} ||r_i|| \cos(\theta_o + \theta_i) \right) , \\
I\hat{\theta}_o & = \\
& -k \sum_{i=1}^{N} \left( \dot{y}_o ||r_i|| \cos(\theta_o + \theta_i) + \dot{\theta}_o ||r_i||^2 \cos^2(\theta_o + \theta_i) \right) \\
& + k \sum_{i=1}^{N} \left( \dot{x}_o - v_{des} \right) ||r_i|| \sin(\theta_o + \theta_i) \\
& -k \sum_{i=1}^{N} \dot{\theta}_o ||r_i||^2 \sin^2(\theta_o + \theta_i). \tag{5}
\end{align*}
\]

Defining \( s_x = \dot{x}_o - v_{des} \) and \( s_y = \dot{y}_o \), the closed-loop dynamics can be rewritten in the following compact form:

\[
\begin{align*}
m\ddot{s}_x + c_t s_x - k f_s(\theta_o) \dot{\theta}_o & = 0, \\
m\ddot{s}_y + c_t s_y + k f_s(\theta_o) \dot{\theta}_o & = 0, \\
I\ddot{\theta}_o + c_t \dot{\theta}_o - k f_s(\theta_o) s_x + k f_s(\theta_o) s_y & = 0. \tag{6}
\end{align*}
\]
where \( c_t = kN \), \( c_r = k \sum_{i=1}^{N} ||r_i||^2 \), and:

\[
\begin{align*}
    f_x(\theta_o) &= \sum_{i=1}^{N} ||r_i|| \sin(\theta_o + \theta_i), \\
    f_z(\theta_o) &= \sum_{i=1}^{N} ||r_i|| \cos(\theta_o + \theta_i).
\end{align*}
\]

(7)

III. STABILITY ANALYSIS

In this section, we characterize the stability of the equilibria of the closed-loop system (6). Defining \( z = [s_x \ s_y \ \theta_o \ \dot{\theta}_o]^T \) as the state vector, we find that the system has no isolated equilibrium point and that the set \( \mathcal{M} \), defined as:

\[
\mathcal{M} = \left\{ z \in \mathbb{R}^4 | s_x, s_y, \theta_o = 0 \right\},
\]

(8)

is a continuum of equilibrium points, i.e. an invariant set. When the system state is in this set, the payload moves directly to the goal along a straight path \((s_y = 0)\) at a regulated velocity \((s_x = 0)\) with no rotational motion \((\theta_o = 0)\). The following theorem characterizes the convergence of the system trajectories to \( \mathcal{M} \).

**Theorem 3.1:** The trajectories of system (2) with the decentralized controllers in Equation (3) exponentially converge to the set \( \mathcal{M} \).

**Proof:** We consider the following Lyapunov function:

\[
V = \frac{1}{2} m(s_x^2 + s_y^2) + \frac{1}{2} I \dot{\theta}_o^2.
\]

(9)

The time derivative of this function is:

\[
\dot{V} = -c_t s_x^2 - c_r s_y^2 - c_r \dot{\theta}_o^2 + 2k_f(s_x(\theta_o)s_x - f_c(\theta_o)s_y)\dot{\theta}_o.
\]

(10)

Defining \( z_1 = [s_x \ s_y \ \theta_o]^T \), Equation (10) can be written as:

\[
\dot{V} = -z_1^T Q z_1,
\]

(11)

in which

\[
Q = \begin{bmatrix}
    c_t & 0 & k_f s \\
    0 & c_r & -k_f c \\
    k_f s & -k_f c & c_r
\end{bmatrix}.
\]

(12)

To prove the convergence of the system, we need to show that \( Q \) is positive definite, or equivalently, that all its eigenvalues are positive. These eigenvalues are given by:

\[
\begin{align*}
    \lambda_1 &= c_t, \\
    \lambda_2 &= \frac{1}{2} \left( (c_t + c_r) + \sqrt{4k^2(f_s^2 + f_z^2) + (c_t - c_r)^2} \right), \\
    \lambda_3 &= \frac{1}{2} \left( (c_t + c_r) - \sqrt{4k^2(f_s^2 + f_z^2) + (c_t - c_r)^2} \right).
\end{align*}
\]

(13)

Since \( c_t \) and \( c_r \) are strictly positive numbers, we can conclude that \( \lambda_1 \) and \( \lambda_2 \) are strictly positive as well. Therefore, we only have to determine the sign of \( \lambda_3 \). We first investigate the term \( \xi \equiv \sqrt{f_s^2 + f_z^2} \).

**Proposition 3.2:** For the system described by Equation (2) with the robot controllers (3), \( \xi \) is a constant that is equal to \( || \sum_{i=1}^{N} r_i || \).

**Proof:** Using Equation (7), we can write:

\[
\xi^2 = \sum_{i=1}^{N} ||r_i||^2 + \sum_{i=1}^{N} \sum_{j \neq i} ||r_i|| ||r_j|| \cos(\theta_o + \theta_i) \cos(\theta_o + \theta_j) + \sum_{i=1}^{N} \sum_{j \neq i} ||r_i|| ||r_j|| \sin(\theta_o + \theta_i) \sin(\theta_o + \theta_j).
\]

(14)

Combining the second two terms on the right-hand side, we obtain:

\[
\xi^2 = \sum_{i=1}^{N} ||r_i||^2 + \sum_{i=1}^{N} \sum_{j \neq i} ||r_i|| ||r_j|| \cos(\theta_i - \theta_j).
\]

(15)

Denoting the components of \( r_i \) in the local coordinate frame as \( \bar{x}_i \) and \( \bar{y}_i \), we have that \( \bar{x}_i = ||r_i|| \cos(\theta_i) \) and \( \bar{y}_i = ||r_i|| \sin(\theta_i) \). We can then rewrite Equation (15) as:

\[
\xi^2 = \sum_{i=1}^{N} (\bar{x}_i^2 + \bar{y}_i^2) + \sum_{i=1}^{N} \sum_{j \neq i} (\bar{x}_i \bar{x}_j + \bar{y}_i \bar{y}_j).
\]

(16)

Finally, by separating the \( x \) and \( y \) components, we can write:

\[
\xi^2 = \left( \bar{x}_1 + \cdots + \bar{x}_N \right)^2 + \left( \bar{y}_1 + \cdots + \bar{y}_N \right)^2,
\]

(17)

which implies that \( \xi = || \sum_{i=1}^{N} r_i || \).

Now, we can analyze the sign of \( \lambda_3 \).

**Proposition 3.3:** For a transport team with a fixed number of robots and a fixed configuration on the load, \( \lambda_3 \) in Equation (13) is strictly positive.

**Proof:** First, we calculate the critical value of \( \xi \), defined as \( \xi_{cr} \), at which \( \lambda_3 \) becomes zero. If we can show that \( \xi \) is always less than this value, then we can conclude that \( \lambda_3 \) is always positive. From Equation (13), we calculate \( \xi_{cr} \) as:

\[
\xi_{cr}^2 = N \sum_{i=1}^{N} ||r_i||^2.
\]

(18)
From the triangle inequality, we know that \( \| \sum_{i=1}^{N} r_i \| \leq \sum_{i=1}^{N} ||r_i|| \), and by squaring both sides of this inequality, we have:

\[
\| \sum_{i=1}^{N} r_i \|^2 \leq \left( \sum_{i=1}^{N} ||r_i|| \right)^2.
\]  

(19)

From the Cauchy-Schwarz inequality [21], we know that

\[
\left( \sum_{i=1}^{N} ||r_i|| \right)^2 \leq N \sum_{i=1}^{N} ||r_i||^2.
\]  

(20)

which means that \( \xi^2 \leq \xi_c^2 \) and consequently, \( \xi \leq \xi_c \).

Excluding physically impossible configurations in which all robots occupy a single point on the perimeter of the load, which results in \( \xi = \xi_c \), \( \lambda_3 \) is strictly positive.

Since all the eigenvalues of \( Q \) are positive, \( Q \) is positive definite. Furthermore, the Lyapunov function (9) can be written in the quadratic form \( V = z_i^T P z_i \), where:

\[
P = \begin{bmatrix} m & 0 & 0 \\ 0 & m & 0 \\ 0 & 0 & I \end{bmatrix}.
\]  

(21)

Then, we have the following inequalities, [22]:

\[
\lambda_{\min}(P)||z_1||^2 \leq V(z_1) \leq \lambda_{\max}(P)||z_1||^2
\]  

(22)

In addition, using Equation (11), the following upper bound can be established for \( \dot{V} \):

\[
\dot{V}(z_1) \leq -\lambda_{\min}(Q)||z_1||^2
\]  

(23)

Therefore, we can write:

\[
\dot{V} \leq -\frac{\lambda_{\min}(Q)}{\lambda_{\max}(P)} V
\]  

(24)

and by Theorem 4.10 in [22], we can conclude that trajectories of the system (6) exponentially converge to the invariant set \( \mathcal{M} \). This completes the proof of Theorem 3.1.

IV. CONVERGENCE ANALYSIS

Given the exponential stability of the closed-loop system, we can describe the convergence of its trajectories in a qualitative fashion using an exponential function that gives the lowest possible rate of convergence to \( \mathcal{M} \). According to Theorem 4.10 in [22], the following inequality holds:

\[
||z_i(t)|| \leq b ||z_i(t_0)|| e^{-\epsilon t}, \quad t \geq t_0,
\]  

(25)

where \( b = \sqrt{\frac{\lambda_{\max}(P)}{\lambda_{\min}(P)}} \) and

\[
\epsilon = \frac{\lambda_{\min}(Q)}{\lambda_{\max}(P)}
\]  

(26)

Thus, \( \epsilon \) bounds the convergence rate of the system trajectories. We now show how \( \epsilon \) can be characterized in terms of the distribution of the robots around the load. Toward this end, we first determine \( \lambda_{\min}(Q) \).

**Proposition 4.1:** For a transport team with a fixed number of robots and a fixed configuration on the load, \( \lambda_{\min}(Q) = \lambda_3 \), defined in Equation (13).
where $\rho_c^2 = \frac{1}{N} \sum_{i=1}^{N} ||r_{i,c}||^2$. Hence, we can write:

$$-\rho_c^2 - \frac{2}{N} ||r_c|| \sum_{i=1}^{N} ||r_{i,c}|| \leq ||r_c||^2 - \rho^2. \quad (34)$$

Moreover, using the expression for $r_c$ in Equation (32) and applying Equation (19) and Equation (20) to the vectors $r_{i,c}$ we can write:

$$-\rho_c^2 - \frac{2N}{a + N} \rho_c^2 \leq ||r_c||^2 - \rho^2, \quad (35)$$

which yields the following lower bound for $(r_g^2 - \rho^2)$:

$$\frac{a}{a + N} (r_g^2 - (1 + \frac{2N}{a + N}) \rho_c^2) \leq (r_g^2 - \rho^2). \quad (36)$$

Note that this lower bound is a function of a single parameter, $\rho_c$, that depends on the distribution of robots around the load. We can now determine the sign of $(r_g^2 - \rho^2)$ for the following two cases:

(a) $r_g < \rho$. This case happens when $\rho_c$ is sufficiently large to make the lower bound in (36) a negative large number. This occurs when the robots are mostly located at positions that are far from the load’s center of mass. In this scenario,

$$\epsilon = \frac{k}{m} \left( N - \frac{\delta}{r_g^2} \right). \quad (37)$$

This means that for a fixed number of robots, $\epsilon$ mainly depends on the value of $\xi$ through $\delta$.

(b) $r_g > \rho$. This case happens when $\rho_c$ is a small number that makes the lower bound in (36) positive. This occurs when the robots have a uniform and close-to-symmetric distribution around the load. Under this condition,

$$\epsilon = \frac{k}{mr_g^2} (N \rho^2 - \delta). \quad (38)$$

Here, $\epsilon$ is not as sensitive to changes in $\delta$ (and hence $\xi$) as it is in the first case, since such changes could be compensated by the value of $\rho^2$.

V. DRIFT COMPENSATION BY INTEGRAL CONTROL

When the proposed proportional controller is used, the load will inevitably drift away from the line between its initial position and its target position, which we will refer to as the desired path. To eliminate this drift, we add an integral term to Equation (3) and modify the control law as follows:

$$u_{i,x} = k(v_{des} - \dot{x}_i) + kI \int_{0}^{t} (v_{des} - \dot{x}_i) d\tau,$$
$$u_{i,y} = k(-\dot{y}_i) + kI \int_{0}^{t} (-\dot{y}_i) d\tau. \quad (39)$$

With this new controller, the closed-loop dynamics in Equation (6) can be rewritten as:

$$m\ddot{x}_i + c_i \dot{x}_i + k_i N \sigma_x - k_i f_x(\theta_o) \dot{\theta}_o - k_i \eta_s = 0,$$
$$m\ddot{y}_i + c_i \dot{y}_i + k_i N \sigma_y + k_i f_y(\theta_o) \dot{\theta}_o + k_i \eta_c = 0,$$
$$I \ddot{\theta}_o + c_i \dot{\theta}_o - k_i f_x(\theta_o) \ddot{x}_i + k_i f_y(\theta_o) \ddot{y}_i,$$
$$- k_i \left( f_x(\theta_o) \sigma_x - f_y(\theta_o) \sigma_y - \sum_{i=1}^{N} (\eta_{i,s} \dot{\eta}_{i,s} + \eta_{i,c} \dot{\eta}_{i,c}) \right) = 0, \quad (40)$$

in which

$$\sigma_x = \int_{0}^{t} s_x d\tau, \quad \sigma_y = \int_{0}^{t} s_y d\tau, \quad (41)$$

and

$$\eta_s = \sum_{i=1}^{N} \eta_{i,s}, \quad \eta_c = \sum_{i=1}^{N} \eta_{i,c}. \quad (42)$$

where

$$\eta_{i,s} = ||r_i|| \int_{0}^{t} \sin(\theta_o + \theta_i) \dot{\theta}_o d\tau,$$
$$\eta_{i,c} = ||r_i|| \int_{0}^{t} \cos(\theta_o + \theta_i) \dot{\theta}_o d\tau. \quad (43)$$

This model has two more state variables than Equation (6): $\sigma_x$, which represents the accumulation of error from the desired velocity, and $\sigma_y$, which represents the drift from the desired path. Defining the new state vector as $\zeta = [\sigma_x \sigma_y \dot{\sigma}_x \dot{\sigma}_y \theta_o \dot{\theta}_o]^T$, we see that the set $B = \{ \zeta \in \mathbb{R}^6 | \sigma_x, \sigma_y, \dot{\sigma}_x, \dot{\sigma}_y, \theta_o, \dot{\theta}_o = 0 \}$ is a continuum of equilibrium points, i.e. an invariant set, and when the system state is in this set, then the accumulation of velocity error $\sigma_x$, and more importantly, the drift from the desired path $\sigma_y$, are driven to zero while $\dot{\sigma}_x(= s_x)$, $\dot{\sigma}_y(= s_y)$, and the angular velocity $\dot{\theta}_o$ still converge to zero. The following theorem characterizes the convergence of the trajectories of the closed-loop system (40) to $B$.

Theorem 5.1: The trajectories of system (2) with the decentralized controllers in Equation (9) asymptotically converge to the set $B$.

Proof: We modify the Lyapunov function $V$ in Equation (9) as:

$$W = V + \frac{1}{2} kI \sum_{i=1}^{N} (||\sigma_x - \eta_{i,s}||^2 + ||\sigma_y + \eta_{i,c}||^2). \quad (44)$$

The time derivative of this function is calculated as:

$$\dot{W} = -c_k (\dot{\sigma}_x^2 + \dot{\sigma}_y^2) - c_l \dot{\theta}_o^2 + 2k(f_x(\theta_o) \dot{\theta}_o - f_c(\theta_o) \dot{\sigma}_y) \dot{\theta}_o,$$
$$- k_i N (\sigma_x \dot{\sigma}_x + \sigma_y \dot{\sigma}_y),$$
$$+ k_i (\sigma_x \eta_s + \sigma_y \dot{\sigma}_y - \sigma_y f_c(\theta_o) \dot{\theta}_o),$$
$$- k_i \sum_{i=1}^{N} (\eta_{i,s} \dot{\eta}_{i,s} + \eta_{i,c} \dot{\eta}_{i,c}),$$
$$+ k_i \sum_{i=1}^{N} ((\sigma_x - \eta_{i,s}) (\dot{\sigma}_x - \dot{\eta}_{i,s}) + (\sigma_y + \eta_{i,c}) (\dot{\sigma}_y + \dot{\eta}_{i,c})).$$

(45)
Using Equation (42) and the fact that \( \dot{\theta}_o = f_o(\theta_o)\dot{\theta}_o \) and 
\( \dot{\theta}_o = f_o(\theta_o)\dot{\theta}_o \), we can cancel many terms in the expression 
for \( \dot{W} \) and simplify it to:

\[
\dot{W} = -z_1^TQz_1, \tag{46}
\]

where \( z_1 \) is the same vector as in Equation (11), i.e. \( z_1 = [\dot{x}_r, \dot{y}_r, \dot{\theta}_o]^T \). As we see, the time derivative is negative 
semidefinite. Thus, we can conclude that \( W \) is bounded. Also, we see that when \( \dot{W} \) is identically zero, i.e. \( \dot{W} \equiv 0 \), we have 
\( \dot{x}_r, \dot{y}_r, \dot{\theta}_o \equiv 0 \), and from Equation (40), we can obtain 
\( \sigma_x, \sigma_y \equiv 0 \). Thus, by LaSalle’s invariance principle [22], we conclude that the system trajectories asymptotically 
converge to the aforementioned invariant set. In other words, while the objectives with the proportional controller are still 
achieved, the drift from the desired path is driven to zero.

VI. SIMULATION RESULTS

A. Proportional control

In this section, we validate our analysis with simulation 
results for collective transport by a team of robots that are 
arranged in three different distributions around a payload. We 
study the effect of the robot distribution on the convergence 
rate of the system to the target transport velocity, the amount 
of rotation exhibited by the load, and the translational drift 
of the load from the desired path. The load is modeled as 
a homogeneous circular ring with mass \( m_o = 1 \) kg and 
moment of inertia \( I_o = 0.33 \) kg-m². Six point-mass robots, 
each with mass \( m_r = 0.05 \) kg, are rigidly attached to the 
load. The controller gain is \( k = 0.08 \) and the target transport 
speed is \( v_{des} = 0.1 \) m/s. The simulations were each run for 
200 s.

Figure 3—Figure 5 show snapshots of the load over time 
for each robot distribution. The robot locations are marked as 
colored points on the perimeter of the load in its initial and 
final configurations. The target path for the load’s center 
of mass is shown as a red dotted line, and its actual trajectory 
is plotted in blue. The red line on the load indicates its 
orientation. In addition, Figure 6 plots the corresponding time 
evolution of the load’s rotation and angular velocity, along 
with the drift \( d \) of the system’s center of mass from the target 
path for all three distributions.

In the first simulation (Figure 3), the robots have an 
equally-spaced distribution, and the load is transported to the 
goal with no change in \( \theta_o \) and no drift \( d \) from the target path, 
as shown in Figure 6. This is because both \( ||r_c|| \) and \( \xi \) are 
zero. For this case, \( \epsilon = 0.1584 \). In the second simulation 
(Figure 4), the robots have a nonuniform distribution for which 
\( \xi = 0.179 \) and \( ||r_c|| = 0.02 \). The load undergoes 
a total rotation of about \( \theta_o = 30^\circ \), and its drift from the 
target path increases to about \( d = 15 \) cm. For this case, 
\( \epsilon \) has decreased slightly to 0.1582. In the third simulation 
(Figure 5), the robots are clustered within a quarter of the 
load’s perimeter. The load undergoes a large rotation of about 
\( \theta_o = 140^\circ \), and its drift from the target path reaches a 
maximum of about \( d = 1.4 \) m. For this case, \( ||r_c|| = 0.05 \) and 
\( \xi \) has increased to 0.3875, which has lowered \( \epsilon \) to 0.1577.

Finally, Figure 7 shows the time evolution of the variables 
\( s_x \equiv \dot{x}_o - v_{des} \) and \( s_y \equiv \dot{y}_o \), the discrepancies between 
the actual and target velocity components of the system’s 
center of mass, for all three distributions. In all cases, \( s_x \) 
converges to zero at an exponential rate, which is slowest for 
the third distribution. For the second and third distributions, 
\( s_y \) displays an overshoot before converging to zero, with a 
much higher overshoot for the third distribution because of 
its relatively large value of \( \xi \) compared to the other two cases. 
While the second distribution results in convergence to the 
desired velocity within about 150 s, the third distribution 
requires more than 200 s to converge.

B. Proportional-Integral control

The effect of adding the integral control for the third 
distribution, which had the highest drift, is shown in Figure 8. 
The system parameters are the same as in the case with 
proportional control only, and the controller gains are chosen
as \( k = 0.1 \) and \( k_I = 0.005 \). Figure 8 confirms that the large drift in Figure 5 is driven to zero, and the payload motion converges to the desired path after a transient phase. The convergence of the states of system (40) is shown in Figure 9.

VII. CONCLUSIONS

We have presented decentralized proportional control (P-control) and proportional-integral control (PI-control) strategies for collective transport by a team of point-mass robots. The robot controllers require only local velocity measurements, and the only information provided to the robots is the target direction and speed of transport. We proved that the closed-loop system comprised of the payload and robots is exponentially stable with P-control and asymptotically stable with PI-control. We also analyzed the system’s rate of convergence to the target velocity in the case of P-control, finding that it is mainly affected by the robots’ distribution around the load and that it influences the load’s total rotation and drift from the target path during the transient phase of motion. Our simulations verified the correctness of our analysis for different robot distributions around the load, as well as the effectiveness of the PI-control in driving the payload’s motion to the desired path.

In future work, we will modify the proposed PI-controller to incorporate robustness against external disturbances such as friction. In addition, we will design decentralized controllers for collective transport that implement autonomous obstacle avoidance for scenarios where the robots have no prior knowledge about the environment and must compute appropriate control commands based only on their sensed distance from the obstacles. In contrast to [23], which proposes decentralized controllers for this scenario, our controllers will not require feedback about the payload’s motion. We will investigate the correctness and stability of a controller that combines the proposed PI-controller with a repulsive component that is computed from local potential functions constructed by each robot. As illustrated by the
angular velocity
velocity error
controller with multi-robot experiments.
theoretical guarantees on convergence and safety certificates
seems to yield promising results. We plan to establish
preliminary simulation shown in Figure 10, this controller
seems to yield promising results. We plan to establish
theoretical guarantees on convergence and safety certificates
for this controller, and we will experimentally validate the
controller with multi-robot experiments.
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