An approximate expression proposed by Green predicts the maximum obtainable fill factor ($\text{FF}$) of a solar cell from its open-circuit voltage ($V_{\text{oc}}$). The expression was originally suggested for silicon solar cells that behave according to a single-diode model and, in addition to $V_{\text{oc}}$, it requires an ideality factor as input. It is now commonly applied to silicon cells by assuming a unity ideality factor—even when the cells are not in low injection—as well as to non-silicon cells. Here, we evaluate the accuracy of the expression in several cases. In particular, we calculate the recombination-limited $\text{FF}$ and $V_{\text{oc}}$ of hypothetical silicon solar cells from simulated lifetime curves, and compare the exact $\text{FF}$ to that obtained with the approximate expression using assumed ideality factors. Considering cells with a variety of recombination mechanisms, wafer doping densities, and photogenerated current densities reveals the range of conditions under which the approximate expression can safely be used. We find that the expression is unable to predict $\text{FF}$ generally: For a typical silicon solar cell under one-sun illumination, the error is approximately 6% absolute with an assumed ideality factor of 1. Use of the expression should thus be restricted to cells under very low or very high injection.*

1. INTRODUCTION

The fill factor ($\text{FF}$) of a solar cell is sensitive to nearly every processing step during cell fabrication and therefore tends to fluctuate across a batch and between batches of solar cells more than open-circuit voltage ($V_{\text{oc}}$) or short-circuit current density ($J_{\text{sc}}$). For silicon solar cells, it is now common to calculate the fill factor in the absence of external series resistance (the so-called pseudo fill factor, $p\text{FF}$) from Suns-$V_{\text{oc}}$ measurements ¹, and to use this value as an upper limit against which the oft-varying actual $\text{FF}$ can be compared ². Prior to the introduction of the Suns-$V_{\text{oc}}$ technique, an approximate expression was suggested by Green ³ to predict the $p\text{FF}$ from the $V_{\text{oc}}$ of a silicon solar cell. (The fill factor calculated by these expressions is in fact that with no series resistance and with infinite shunt resistance, which is not true of $p\text{FF}$, but low shunt resistance is not normally a problem in silicon solar cells.) This expression is convenient because it allows one to, e.g., calculate the $p\text{FF}$ of a cell reported in the literature without Suns-$V_{\text{oc}}$ data or to use the implied open-circuit voltage ($iV_{\text{oc}}$) to gain insight into $\text{FF}$ at early
stages of cell processing (e.g., after passivation) \(^1\). However, the expression was proposed to explain the behavior of cells operating in low injection, for which the recombination rate is linear in excess carrier density. The expression can be extended to higher injection by including a non-unity ideality factor. However, the formula accepts a single ideality factor as input, and, as ideality factor varies with injection level and is determined by the dominant recombination mechanism \(^5\), it is not obvious which ideality factor to use.

In recent years, this expression has often been used to calculate FF without regard for the aforementioned limitations. In particular, it has been applied for silicon cells under mid and high injection and even for non-silicon solar cells including polymer, organic, dye-sensitized, and multi-junction concentrator cells \(^6\)-\(^15\). In some cases, this has led to misleading predictions—often overpredictions—of efficiency limits. In addition, an ideality factor of 1 is most frequently supposed, regardless of the injection level and dominant recombination process(es).

In this paper, we investigate the accuracy of the FF approximation to understand the range of conditions for which it can safely be used. Our approach is to consider hypothetical solar cells with known recombination, from which we can calculate the effective lifetime of minority carriers. From the lifetime curves, we calculate the corresponding exact \(iV_{oc}\) and \(iFF\), and compare the latter to the FF computed with the approximate expression using the exact \(iV_{oc}\). (Note that, hereafter, \(iV_{oc}\) and \(iFF\) are referred to simply as \(V_{oc}\) and FF since they are identical in our study of hypothetical, recombination-limited cells with no series resistance and infinite shunt resistance.) We find that the deviations are significant whenever the incorrect ideality factor is assumed, and non-negligible even with the “correct” ideality factor, and thus particular attention is required when using the expression. Along the way, we elucidate the dependence of \(V_{oc}\) and FF on recombination mechanism, wafer doping density, and illumination.

II. MODELING

A. Calculation approach

For simplicity, we limit our analysis to solar cells on n-type silicon wafers, though it can be easily extended to p-type wafers. Figure 1 shows the calculation approach employed in this paper. We begin by generating lifetime data for hypothetical silicon solar cells using recent models for intrinsic (radiative and Auger) \(^16\) and bulk defect (Shockley-Read-Hall, SRH) recombination \(^17\)-\(^18\). We neglect surface recombination and assume perfect passivation for simplicity; we find intrinsic and SRH recombination to be sufficient to evaluate the accuracy of the approximate FF expressions. Next, using the detailed balance model of Richter et al. \(^19\), we compute current density-voltage (\(J-V\))
characteristics from the lifetime data and find the exact $FF$ and $V_{oc}$ values for each hypothetical cell. We also extract the injection-dependent ideality factor from the lifetime using an expression developed by Hameiri et al.\(^5\). In select cases, the ideality factor of a cell at open circuit or at maximum power is then inserted, along with the exact $V_{oc}$ of that cell, into the expression proposed by Green to find the corresponding approximate $FF$. In other cases, the injection dependence of the ideality factor is ignored and a value of 0.7, 1, or 2 is assumed. Finally, we compare the approximate and exact $FF$ values and calculate the relative difference between them.

Figure 1. Illustration of the calculation approach used to find both the exact and approximate $FF$ of a given hypothetical solar cell. Note that, though not done in this paper, measured lifetimes (dashed box) may be substituted for calculated lifetimes.

B. Lifetime curves

1. Intrinsic recombination model

We used the parameterization recently published by Richter et al. to model intrinsic recombination in silicon solar cells\(^16\). The model outputs minority-carrier intrinsic lifetime as a function of excess carrier density. The main advantage of this model over previous models is that it considers the increased Auger recombination probability caused by Coulomb interactions of electrons and holes. Radiative recombination within the Richter parameterization is based on the radiative coefficients measured by Trupke et al.\(^20\), and—as with Auger recombination—the effect of Coulomb interactions are included using the model introduced by Altermatt et al.\(^21\). The parameterization also considers the influence of bandgap narrowing on the effective intrinsic carrier density, which increases with doping and injection level\(^22,23\).
According to the Richter model, the intrinsic minority-carrier lifetime in silicon is given by

\[
\tau_{\text{intr}} = \frac{\Delta n}{(np - n_{\text{eff}}^2)^{0.66} \cdot \text{tanh}\left( \frac{n_0}{n_{0,\text{ehh}}} \right)^{0.63} \left( 1 - \text{tanh}\left( \frac{p_0}{p_{0,\text{ehh}}} \right)^{0.63} \right)}
\]  

with Coulomb interaction enhancement factors

\[
g_{\text{ehh}}(n_0) = 1 + 13 \left\{ 1 - \text{tanh} \left( \left[ \frac{n_0}{N_{0,\text{ehh}}} \right]^{0.66} \right) \right\}
\]

\[
g_{\text{ehh}}(p_0) = 1 + 7.5 \left\{ 1 - \text{tanh} \left( \left[ \frac{p_0}{N_{0,\text{ehh}}} \right]^{0.63} \right) \right\}
\]

In these equations, \( n \) and \( p \) are the electron and hole densities, \( n_0 \) and \( p_0 \) are the equilibrium electron and hole densities, \( \Delta n \) is the excess carrier density, \( n_{\text{eff}} \) is the effective intrinsic carrier density obtained using the empirical expression of Ref. 23 that considers bandgap narrowing as a function of dopant concentration, \( B_{\text{low}} = 4.73 \times 10^{-15} \text{cm}^3\text{s}^{-1} \) is the radiative recombination coefficient for lightly doped silicon in low injection 20, \( B_{\text{ret}} \) is the relative radiative recombination coefficient according to Ref. 21, and \( N_{0,\text{ehh}} = 3.3 \times 10^{17} \text{cm}^{-3} \) and \( N_{0,\text{ehh}} = 7 \times 10^{17} \text{cm}^{-3} \) are empirical constants.

2. Bulk-defect recombination model

A SRH model 17,18 was used for recombination through bulk defect states. SRH models consider a single trap level within the bandgap that has an assumed carrier capture behavior. The SRH model introduced by Rein et al. 24 gives the minority-carrier lifetime in n-type silicon as

\[
\tau_{\text{SRH-eqe}} = \frac{n_0 + p_0 + \Delta n}{n_0 + p_0 + \Delta n} \cdot \frac{n_0 + p_0 + \Delta n}{n_0 + p_0 + \Delta n} \cdot K \frac{n_0 + p_0 + \Delta n}{n_0 + p_0 + \Delta n}.
\]

In Equation 3, \( \tau_{e0} \) is the equilibrium capture time constant of holes, given by

\[
\tau_{e0} = \frac{1}{\sigma_p N_i}
\]
where \( \sigma_p \) is the capture cross section for holes, \( v_{th} \) is the thermal velocity, and \( N_t \) is the defect density. The symmetry factor, \( K \), in Equation 3 is characteristic of a defect and defined by the ratio of the hole and electron capture cross sections: \( K = \frac{\sigma_p}{\sigma_e} \). \( n_j \) and \( p_j \) are the SRH electron and hole densities, given by

\[
\begin{align*}
n_j &= N_c \exp\left(\frac{-E_C - E_{ti}}{k_BT}\right), \\
p_j &= N_v \exp\left(\frac{-E_i - E_V}{k_BT}\right)
\end{align*}
\]

where \( E_C \) and \( E_V \) are the energies of the conduction and the valence band edges, \( E_t \) is the energy of the trap, \( N_C \) and \( N_V \) are the effective densities of states in the conduction and the valence bands, and \( k_B \) and \( T \) have their usual meanings.

3. Effective lifetime

The effective lifetime \( \tau_{eff} \) was obtained from the intrinsic and SRH lifetimes by adding them in parallel:

\[
\frac{1}{\tau_{eff}} = \frac{1}{\tau_{intr}} + \frac{1}{\tau_{SRH}}
\]

C. J-V characteristics and exact FF

We used the approach suggested by Tiedje and Yablonovitch, and demonstrated recently by Kerr et al. and Richter et al., to assess the limiting efficiency of silicon solar cells in the absence of parasitic optical and electrical losses. This model assumes narrow-base conditions (the quasi-Fermi levels are constant within the base), for which the quasi-Fermi level separation is equal to the output voltage, given by

\[
V = V_{ja} + V_{jp} = \left(\varphi_i - \varphi_e\right) + \left(\varphi_p - \varphi_n\right) = \frac{k_BT}{q} \ln\left(n_0 + \Delta n\left(p_0 + \Delta p\right)/n_{eff}^2\right)
\]

where \( \varphi_i \), \( \varphi_e \), and \( \varphi_p \) are the intrinsic Fermi potential, electron quasi-Fermi potential, and hole quasi-Fermi potential, respectively. Note that the narrow-base assumption is not valid when the minority-carrier diffusion length is comparable to or smaller than the wafer thickness (e.g., for low-quality multicrystalline wafers with \( \tau_{p0} < 50 \mu s \)), a situation not encountered in this study. The output current of the solar cell is given by the difference between the generation and recombination current densities

\[
J = J_{ph} - qWR = J_{ph} - qW\Delta n/\tau_{eff}
\]
where $J_{ph}$ is the photogenerated current density, $q$ is the electronic charge, $W$ is the cell thickness, and $R$ is the total recombination rate. For a given value of $\Delta n$, Equations 7 and 8 yield the output voltage and current of the solar cell (after $\tau_{eff}$ is calculated with Equation 6); sweeping $\Delta n$ thus results in a $J$-$V$ curve from which the $FF$ can be determined.

D. Injection-dependent ideality factor

The approximate $FF$ expressions require a single ideality factor $m$ as input. Most often, a value is assumed or extracted from the $J$-$V$ curve of a completed solar cell by fitting with a diode model. Here, in select instances, we used the formalism reported by Hameiri et al. 5 to calculate ideality factor from the minority-carrier effective lifetime (expressed as the recombination rate) as a function of the excess carrier density:

$$m = \left(1 + \frac{1}{p} \right) R \frac{d \Delta n}{d R} = \frac{2 \Delta n + n_0}{\Delta n (\Delta n + n_0)} R \frac{d \Delta n}{d R}$$

(Eq. 9)

E. Approximate $FF$

Green proposed an approximate empirical equation for $FF$ in terms of $V_{oc}$ for cases in which the ideality factor is known, the series resistance is zero, and the shunt resistance is infinite 3:

$$FF = \frac{v_{oc}}{e^{v_{oc}} - \ln(v_{oc} + 0.72)} - \frac{v_{oc} + 1}{v_{oc} + 1}$$

(Eq. 10)

in which

$$v_{oc} = \frac{V}{(mkT/q)}$$

(Eq. 11)

“Approximate $FF$” is hereafter used to refer to the $FF$ values calculated with this expression.

Note that Swanson and Sinton derived a similar but less common expression for $FF$ in terms $V_{oc}$ from a different starting point 27. These authors observed that, over a wide range of conditions, the power of a solar cell evaluated at 95% of its $J_{sc}$ is uncannily similar to the maximum power of the cell. Consequently, in the particular case in which the recombination rate is proportional to excess carrier density, the excess carrier density at the maximum power
point is 5% (a factor of 1/20) its value at open circuit ($\Delta n_{mpp} = 0.05\Delta n_{oc}$). The output current and voltage at maximum power are thus

$$J_{mpp} = 0.95J_{sc} \quad (12a)$$

$$V_{mpp} = V_{oc} - (mk_BT/q)\ln(20). \quad (12b)$$

Interestingly, Equation (12) indicates that $V_{mpp}$ will always be 78 mV lower than $V_{oc}$, provided that the cell is in low injection ($m = 1$). Finally, $FF$ can be calculated as

$$FF = \frac{V_{mpp}J_{mpp}}{V_{oc}J_{sc}} = \left(1 - \frac{1}{20}\right)\frac{V_{oc} - \ln(20)}{V_{oc}} \approx \frac{V_{oc} - \ln(20)}{V_{oc} + V_{oc}/20} \quad (13)$$

Figure 2 compares the $FF$ calculated with the expression from Swanson and Sinton to that calculated with the expression from Green for the commonly assumed ideality factors $m = 0.7, 1, \text{ and } 2$. Despite their different origins and functional dependencies, the two expressions give very similar results, particularly for low injection ($m = 1$), and thus any limitations encountered in our analysis of the expression from Green apply equally to the expression from Swanson and Sinton.
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**Figure 2.** $FF$ values calculated with the approximate expressions from Green and Swanson and Sinton for a range of typical $V_{ocs}$ and ideality factors.

### III. RESULTS

In assessing Equation 10, we consider a hypothetical solar cell exhibiting only intrinsic recombination, only SRH bulk recombination, or both mechanisms simultaneously. The first two cases are illustrative because they have well-defined limiting ideality factors in high and low injection, whereas the third is representative of a real solar cell with
mediocre bulk lifetime but excellent surface passivation. (The third is likely also representative of a solar cell with
excellent bulk lifetime but mediocre surface passivation—which we do not explicitly treat here—because surface
recombination is also accurately modeled with an SRH formalism in most cases.) Figure 3 shows the $V_{oc}$s calculated
for these three cases using the methodology described in Section II for a 170-µm-thick solar cell. The data are
displayed as a contour plot in which the wafer doping density and photogenerated current density are varied. These
quantities were chosen for the axes because doping density is the only variable parameter that influences the
intrinsic lifetime (Equation 1) and is one of the few parameters that an ingot manufacturer can easily control; the
photogenerated current density appears in Equation 8 and changes the excess carrier density at open circuit and thus
the corresponding $V_{oc}$. In practice, the photogenerated current density changes over the course of a day, when
placing a cell under concentration, or when using a silicon cell in a tandem. It also varies with wafer thickness—
which is a suitable alternative x-axis variable for Figure 3 if particular illumination conditions (e.g., AM1.5G) are
assumed though the two are treated independently in Equation 8. Doping density enters into the SRH lifetime
(Equation 3) in addition to the intrinsic lifetime, but so do several other parameters that characterize the assumed
bulk defect. Throughout this paper, we assumed $\tau_{p0} = 500$ µs, $K = 1$, and $E_t = 0.5$ eV (with $E_V = 0$). This hypothetical
defect is representative of many real recombination-active defects in silicon (e.g., Mo, Cr, Ti, and Fe), which are
near mid-gap and have near-unity capture cross section ratios. In fact, the SRH lifetime changes little for $0.3$ eV
$< E_t < 0.8$ eV and $0.2 < K < 5$. $\tau_{p0}$ was arbitrarily chosen based on measured lifetimes in, e.g., high-quality
multicrystalline or low-quality Czochralski wafers. As Equation 3 indicates, $\tau_{p0}$ simply scales the SRH lifetime.

The intrinsic-recombination-limited $V_{oc}$ (Figure 3a) and the SRH-recombination-limited $V_{oc}$ (Figure 3b) are both
independent of doping density in high injection ($\Delta n > 10n_0$), but they have opposite dependencies on doping in low
injection ($\Delta n < 0.1n_0$). We briefly digress to explore why. In open circuit, $J = 0$ and Equation 8 can be rearranged
as

$$\Delta n = \frac{J \mu_e W}{q W} \tau_{p0}. \quad (14)$$

Inserting this into Equation 7 and noting that $p_0$ is negligible in n-type wafers yields an expression for $V_{oc}$ that
can be further simplified in low injection to
\[
V_{oc} = C_0 \left( \ln \left( \frac{J_{ph}}{W} \right) + \ln(n_0) + \ln(\tau_{\text{eff,oc}}) \right) + C_1
\]

(15a)

and in high injection to

\[
V_{oc} = 2C_0 \left( \ln \left( \frac{J_{ph}}{W} \right) + \ln(\tau_{\text{eff,oc}}) \right) + C_2
\]

(15b)

where

\[
C_0 = \frac{k_b T}{q}, \quad C_1 = -\frac{k_b T}{q} \ln(qn_{\text{eff}}^2), \quad C_2 = -\frac{k_b T}{q} \ln(qn_{\text{eff}})
\]

(15c)

are constants and \( \tau_{\text{eff,oc}} \) is the effective lifetime at open circuit. We first consider SRH recombination (Figure 3b), which is the simpler of the two cases. Looking at Equation 3 and Figure 4b, in high injection the effective lifetime is independent of photogenerated current density (or, specifically, \( \Delta n \)) and doping density \( (\tau_{\text{SRH}} = \tau_{p0} (1 + K) = 1 \text{ ms}) \), and thus Equation 15b indicates that \( V_{oc} \) scales with the logarithm of \( J_{ph} \) and is unaffected by \( n_o \). Hence the evenly spaced vertical contour lines in the lower right half of Figure 3b. In low injection (upper left corner of Figure 3b), the lifetime is again independent of photogenerated current density and doping density \( (\tau_{\text{SRH}} = \tau_{p0} = 0.5 \text{ ms}; \text{ see Figure 4b}) \), but the extra term in Equation 15a causes the \( V_{oc} \) to increase with the logarithm of \( n_o \) in addition to \( J_{ph} \). Hence the diagonal contour lines (evenly spaced along both the x- and y-axes).

For intrinsic recombination (Figure 3a), in high injection the effective lifetime falls with increasing \( J_{ph} \) (increasing \( \Delta n \) in Equation 1; see Figure 4a) but not as fast as \( J_{ph} \) itself increases (Equation 15b). This again causes a logarithmic increase of \( V_{oc} \) with \( J_{ph} \) \((C_1 \) is small), but with weaker dependence than for SRH recombination (evenly spaced vertical contour lines with wider spacing). In low injection, the lifetime is constant with respect to \( J_{ph} \) (Figure 4a) yet again giving a logarithmic increase of \( V_{oc} \) with \( J_{ph} \). Unlike for SRH recombination, however, the low-injection lifetime decreases with increasing \( n_o \) and does so faster than \( n_o \) itself increases, so that \( V_{oc} \) decreases with increasing doping (see Equation 15a). Interestingly, the trends in Figure 3a, which display the injection-level dependence just described, are not directly determined by the recombination mechanism (radiative or Auger). In particular, Auger recombination dominates whenever the excess carrier density \( (n = n_0 + \Delta n) \) is large, which occurs for increasing values along either axis. That is, Auger recombination dominates in low injection and some
Cases of high injection. Radiative recombination, by contrast, affects $V_{oc}$—approximately as much as Auger—only in the lower left corner of the figure, which corresponds to high injection!

Finally, Figure 3c is a blend of Figures 3a and b, with the $V_{oc}$ lower than the lowest of the two $V_{oc}$s from those figures. With the chosen SRH parameters, SRH recombination dominates at low photogenerated current density, while intrinsic recombination dominates at high current density and at very high doping (Figure 4c). For a typical solar wafer and one-sun illumination, which is indicated by a yellow star, the $V_{oc}$ is 725 mV and is nearly equally determined by intrinsic and SRH recombination. The cell is approaching high injection at open circuit ($\Delta n = 5n_0$).

Figure 3. Exact $V_{oc}$s of silicon solar cells on n-type, 170-µm-thick wafers with varying doping density under varying illumination levels (photogenerated current densities). $V_{oc}$s are shown for cells with intrinsic recombination, SRH recombination, and intrinsic and SRH recombination in (a), (b), and (c), respectively. The color scale is the same for each plot. The dash-dotted green lines denote doping densities and photogenerated current densities for which $n/n_0$ is 0.1 or 10; these values are used to denote the boundaries of low injection (region above the upper green line) and high injection (region below the lower green line). The yellow stars correspond to a typical solar cell with a 2 Ωcm n-type wafer under AM1.5G illumination.
Figure 4. Injection-dependent lifetime curves of silicon solar cells on n-type, 170-µm-thick wafers with varying doping density. Lifetimes are shown for cells with intrinsic recombination, SRH recombination, and intrinsic and SRH recombination in (a), (b), and (c), respectively.

Figures 5a–c show contour plots of the exact FFs extracted from the same J-V curves used to create Figure 3. (Note that each column in Figure 5 has a different color scale because the range of FF values varies considerably depending on the recombination mechanism.) As is commonly observed experimentally, FF and Voc are somewhat correlated (c.f. Figures 3 and 5). However, the shape of the FF and Voc contours are far from identical because, unlike Voc, FF is approximately a ratio of voltages—the voltages at maximum power and open circuit. (This simplified statement in fact assumes that Jmpp/Jsc is constant. In fact, it varies from 0.9 to 0.97 across the contour plots—see Appendix B). In addition, the FFs in the case of only intrinsic and only SRH recombination give us little insight into the FF when both mechanisms are present. Figure 5c looks more like Figure 5b than 5a, but with considerably higher values. In particular instances, FF is additionally complicated by the fact that the dominant recombination mechanism can be, e.g., SRH at the maximum power point but Auger at open circuit. For a typical solar wafer under one-sun illumination—denoted again by a yellow star—the FF is 79%, which is nearly 10% lower than the intrinsic-recombination-limited FF and roughly equal to the SRH-limited FF. Interestingly, increasing or decreasing the photogenerated current density for this cell will result in a larger FF, even though the Voc increases monotonically with current density. The cell is between low and mid injection at maximum power (∆n = 0.3n0).

Using the exact Voc s in Figure 3, we can now return to Equation 10 to find the associated approximate FFs and compare them to the exact FFs in Figure 5. However, to use the expression, we also require an ideality factor. An ideality factor of m=1 is most commonly assumed in the literature, and Figures 5d–f show the resulting approximate
Note that the $V_n$s in Figure 3a were used to generate Figure 5d, the $V_n$s in Figure 3b were used to generate Figure 5e, and the $V_n$s in Figure 3c were used to generate Figure 5f. Comparing the colors in Figures 5d–f to those in Figures 5a–c, there is little correlation between the exact $FF$ and the approximate $FF$ for any of the three recombination cases. The blue dashed lines are isocontours of the error in the $FF$ in percent (absolute). Though the inaccuracy is less than 1% in the upper left regions of Figures 5d–f, it reaches about 6% for a typical solar cell (yellow star) with both SRH and intrinsic recombination. That is, using the approximate expression with $m=1$ for this cell predicts an overestimated $FF$ of 85% when in fact the recombination limit is 79%.

What if, instead of assuming $m=1$ under all conditions, we differentiate between low and high injection? The cut-offs for low and high injections are denoted by green dash-dotted lines in Figures 5a–c. According to the theory elaborated in Appendix A, intrinsic recombination has a constant ideality factor of $m=1$ in low injection and a constant ideality factor of $m=0.7$ in high injection (where it is dominated by Auger recombination). SRH recombination also has a constant ideality factor of $m=1$ in low injection, but the ideality factor converges to $m=2$ in high injection. We can now understand why the approximate $FF$ in Figures 5d–f is most accurate in the upper left corner of the plots: this area corresponds to low injection, for which $m=1$, as was assumed. Figure 5g–i plot the $FF$ calculated with the approximate expression using the high-injection ideality factor for each recombination mechanism. The expression is again quite accurate in the injection range for which the ideality factor is appropriate (the lower right corner of the contour plots) for intrinsic recombination and SRH recombination. When the mechanisms are considered together in Figure 5i, however, it is not clear which ideality factor to use, and using $m=0.7$ and $m=2$ in the areas where intrinsic and SRH recombination dominate, respectively, produces unsatisfying results. In particular, the $FF$ of a typical solar cell is incorrect by 3.5% absolute.
Figure 5. (a–c) Exact and (d–i) approximate FFs of silicon solar cells on n-type, 170-µm-thick wafers with varying doping density under varying illumination levels (photogenerated current densities). FFs are shown for cells with intrinsic recombination, SRH recombination, and intrinsic and SRH recombination in the first, second, and third columns, respectively. The color scale is the same for each column, but not across columns. The dash-dotted green lines in (a–c) denote doping densities and photogenerated current densities for which $n/n_0$ is 0.1 or 10; these values are used to denote the boundaries of low injection (region above the upper green line) and high injection (region below the lower line). The yellow stars correspond to a typical solar cell with a 2 Ωcm n-type wafer under AM1.5G illumination. The approximate FFs in (d–i) were calculated using the $V_{oc}$s shown in Figure 3 and the assumed (constant) ideality factors shown. The blue dashed lines are contours of constant error in the FF in absolute percent.
Based on Figure 5, it appears that the approximate $FF$ expression may be accurate if the correct ideality factor is used; the challenge is selecting that ideality factor. Each data point in Figures 3 and 5a–c was extracted from an implied $J-V$ curve generated from a simulated lifetime curve, and Equation 9 calculates the ideality factor from such lifetimes. We therefore have the luxury of knowing the ideality factor as a function of excess carrier density ($m(\Delta n)$) for every doping density and photogenerated current density. Which carrier density should we use when calculating the ideality factor for the approximate $FF$ expression? Since the expression gives $FF$, a natural choice is the carrier density corresponding to the maximum power point; the resulting ideality factor is plotted in Figures 6a–c. Another reasonable option is the ideality factor corresponding to open circuit since the expression takes $V_{oc}$ as input; the ideality factor for this case is plotted in Figures 6d–f.

Note that in Figures 6a and 6d, the ideality factor transitions from $m=1$ to $m=0.7$ when moving from low to high injection, as expected from Appendix A for intrinsic recombination. Similarly, it transitions from $m=1$ to $m=2$ in Figures 6b and 6e, as expected for SRH recombination. Our typical solar cell has an ideality factor of $m=1.4$ at both maximum power and open circuit, which is not like any of the ideality factors assumed in Figure 5.
Figure 6. Ideality factors at (a–c) maximum power and (d–f) open circuit of silicon solar cells on n-type, 170-µm-thick wafers with varying doping density under varying illumination levels (photogenerated current densities). Ideality factors are shown for cells with intrinsic recombination, SRH recombination, and intrinsic and SRH recombination in the first, second, and third columns, respectively. The color scale is the same for each column, but not across columns. The dash-dotted green lines denote doping densities and photogenerated current densities for which $n/n_0$ is 0.1 or 10; these values are used to denote the boundaries of low injection (region above the upper green line) and high injection (region below the lower line). The yellow stars correspond to a typical solar cell with a 2 Ωcm n-type wafer under AM1.5G illumination.
Figures 7a and 7b depict the $FF$ calculated with the approximate expression using the precise ideality factors corresponding to the excess carrier densities at maximum power and open circuit, respectively. That is, Figures 7a and 7b are like Figure 5f or 5i, but instead of a constant ideality factor, the exact, injection-level-dependent ideality factors shown in Figures 6c and 6f were used. Note that both intrinsic and bulk defect recombination mechanisms were considered. Comparing the colors in Figures 7a, 7b, and 5c readily reveals that the approximate expression cannot replicate the exact $FF$ in all cases even if the true ideality factor is known; there is an inherent problem in using a single ideality factor to calculate a quantity that depends on two injection levels. Nevertheless, the expression can come close in select instances, even for cells not in distinctly low or high injection: For our typical solar cell, the absolute error in the $FF$ is 2.6% in Figure 7a and 1.7% in Figure 7b. (As in Figure 5, the blue dashed lines are error isocontours.) However, even if somewhat accurate, this approach is impractical. One is unable to simply guess the best ideality factor to use, and the method employed here—plot a $J$-$V$ curve from lifetime data, find the maximum power point or open circuit, determine the associated $\Delta n$, and use Equation 9 to calculate $m$ at that $\Delta n$—yields the exact $FF$ directly (from the $J$-$V$ curve) in fewer steps.
Figure 7. Approximate FFs of silicon solar cells on n-type, 170-µm-thick wafers with varying doping density under varying illumination levels (photogenerated current densities). FFs are shown for cells with intrinsic and SRH recombination, and were calculated using the $V_{oc}$s shown in Figure 3 and the ideality factors at (a) maximum power or (b) open circuit (the ideality factors are shown in Figures 6c and 6f). The color scale is the same for both plots. The yellow stars correspond to a typical solar cell with a 2 Ωcm n-type wafer under AM1.5G illumination. The blue dashed lines are contours of constant error in the FF in absolute percent.
IV. CONCLUSION

We investigated the accuracy of the approximate expression proposed by Green for the recombination-limited $FF$ of hypothetical silicon solar cells. Though accurate for low-defect-density solar cells in very high and very low injection if ideality factors of 0.7 and 1 are used, the formula gives unacceptable errors for today’s cells in typical operating conditions. Furthermore, while we considered only intrinsic recombination and SRH recombination at a single defect, introducing surface recombination or multiple bulk defects in our analysis may exacerbate the error, particularly if the recombination mechanisms have strong injection dependence. One problem is that the “correct” ideality factor is unknown; a more insidious problem is that it cannot be known, as a single ideality factor is insufficient to predict $FF$. The root cause is that the $FF$ is determined by the recombination at both maximum power point and open circuit (and, to a lesser extent, short circuit). As the dependence of the recombination rate on the excess carrier density frequently changes between these two operating points—which is reflected in a changing ideality factor—no simple analytical expression can capture the complexity of $FF$. An extension of this conclusion is that, to accurately reflect the physics inside an operating cell, the ideality factor(s) in diode models should be a function of (implied) voltage.

What, then, are good practices for predicting the $FF$ upper limit? We suggest calculating $iFF$ from measured—or, if necessary, simulated—lifetime curves, as we have done here and others have done before \cite{4,19,35}. This approach is becoming more common for silicon solar cells and has recently been codified in the newest quasi-steady-state photoconductance decay (QSSPC) software from Sinton Instruments. Most other cell technologies, however, are not amenable to QSSPC measurements and no other comparatively simple technique presently exists to generate lifetime data as a function of injection level. These technologies would greatly benefit from new measurement methods, as they would facilitate accurate analyses of $FF$ losses and prevent misuse of approximate formulas like that from Green.
Appendix A

In order to calculate the ideality factor in both low and high injection for different recombination mechanisms, we rewrite Equation 7 as

\[ (p_0 + \Delta n)(n_0 + \Delta n) = n_0^2 \exp \left( \frac{qV}{k_BT} \right). \]  
(A1)

In low injection, Equation A1 can be reorganized to give

\[ \Delta n = \frac{n_0^2}{n_0} \exp \left( \frac{qV}{k_BT} \right) \]  
(A2)

In high injection, Equation A1 instead becomes

\[ \Delta n = n \exp \left( \frac{qV}{2k_BT} \right) \]  
(A3)

The Auger, radiative, and SRH lifetime expressions (see Equations 1 and 3) can each also be simplified in these two regimes as shown in Table I. The \( C_i \) terms are constants. According to Equation 8, the recombination current density is

\[ J_{rec} = qW \frac{\Delta n}{\tau_{eff}}. \]  
(A4)

Inserting Equations A2 and A3, as well as the lifetime expressions in Table I, into Equation A4 leads to the recombination current density expressions in Table II. The ideality factors are bold-faced in each expression. Note that \( 2/2.92 \approx 0.7 \), which is close, but not identical to the theoretical value of 2/3 for Auger recombination.

APPENDIX B

For intrinsic recombination, SRH recombination, and the two together, Figure 8 shows the ratio of the voltages at maximum power and open circuit (\( V_{mpp}/V_{oc} \); top row) and the ratio of the current densities at maximum power and short circuit (\( J_{mpp}/J_{sc} \); bottom row). Their product is \( FF \), which is shown in Figures 5a–c. This separation of \( FF \) into two components illustrates the relative importance of the voltage and current drops at maximum power, compared to open circuit and short circuit, respectively. The figure makes it clear that, though the contribution of \( J_{mpp}/J_{sc} \) to \( FF \) is not negligible (or constant for all conditions), \( V_{mpp}/V_{oc} \) always plays a more significant role.
TABLE I. Lifetimes in low and high injection for individual recombination mechanisms.

<table>
<thead>
<tr>
<th></th>
<th>Auger</th>
<th>Radiative</th>
<th>SRH</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Low injection</strong></td>
<td>$\tau = \frac{1}{C_{\text{Low, Aug}} n_0^2}$</td>
<td>$\tau = \frac{1}{C_{\text{Low, Ra}} n_0}$</td>
<td>$\tau = C_{\text{Low, SRH}}$</td>
</tr>
<tr>
<td><strong>High injection</strong></td>
<td>$\tau = \frac{1}{C_{\text{High, Aug}} \Delta n 1.92}$</td>
<td>$\tau = \frac{1}{C_{\text{High, Ra}} \Delta n}$</td>
<td>$\tau = C_{\text{High, SRH}}$</td>
</tr>
</tbody>
</table>

TABLE II. Recombination current densities in low and high injection for individual recombination mechanisms.

<table>
<thead>
<tr>
<th></th>
<th>Auger</th>
<th>Radiative</th>
<th>SRH</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Low injection</strong></td>
<td>$I_{\text{rec}} = C_{\text{Low, Aug}} n_0 n_t^2 \exp \left( \frac{qV}{1k_BT} \right)$</td>
<td>$I_{\text{rec}} = C_{\text{Low, Ra}} n_t^2 \exp \left( \frac{qV}{1k_BT} \right)$</td>
<td>$I_{\text{rec}} = \frac{qW n_t^2}{n_0 C_{\text{Low, SRH}}} \exp \left( \frac{qV}{1k_BT} \right)$</td>
</tr>
<tr>
<td><strong>High injection</strong></td>
<td>$I_{\text{rec}} = C_{\text{High, Aug}} n_t^2 \exp \left( \frac{2qV}{2.92k_BT} \right)$</td>
<td>$I_{\text{rec}} = C_{\text{High, Ra}} n_t^2 \exp \left( \frac{qV}{1k_BT} \right)$</td>
<td>$I_{\text{rec}} = \frac{qW n_t}{C_{\text{High, SRH}}} \exp \left( \frac{qV}{2k_BT} \right)$</td>
</tr>
</tbody>
</table>
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M. A. Green, Progress in Photovoltaics 7, 327 (1999).
Z. Xiong, Z. Zhang, H. Ye, S. Fu, P. Altermatt, Z. Feng, and P. Verlinden, in High Performance Multicrystalline Wafers with Lifetime of 400 μs at Industrial Scale, New Orleans, 2015.
Assumed wafer properties

$\eta_0, \tau_{p0}, K, E_t$

Recombination model

$\tau(\Delta n)$

Measured lifetime

Assumed cell properties

$J_{ph}, W$

Assumed ideality factor

Idenity factor model

$\tau(\Delta n)$

$\eta$

OR

OR

Expression from Green

$V_{oc}$

$J-V$ curve

$FF$

(Approximate)

$FF$

(Exact)
The graph shows the relationship between fill factor (%) and open-circuit voltage (mV) for different values of $m$.

- Green, Eq. 10: Solid line
- Swanson and Sinton, Eq. 13: Dashed line

The curves indicate how the fill factor changes with open-circuit voltage as $m$ varies between 0.7 and 2.