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Abstract

In this paper, we provide several results on controllability and stabilizability properties of the Kolmogorov forward equation of a continuous-time Markov chain (CTMC) evolving on a finite state space, with the transition rates defined as the control parameters. First, we show that any target probability distribution can be reached asymptotically using time-varying control parameters. Second, we characterize all stationary distributions that are stabilizable using time-independent control parameters. For bidirected graphs, we construct rational and polynomial density feedback laws that stabilize stationary distributions while satisfying the additional constraint that the feedback law takes zero value at equilibrium. This last result enables the construction of decentralized density feedback controllers, using tools from linear systems theory and sum-of-squares based polynomial optimization, that stabilize a swarm of robots modeled as a CTMC to a target state distribution with no state-switching at equilibrium. In addition to these results, we prove a sufficient condition under which the classical rank conditions for controllability can be generalized to forward equations with non-negativity constraints on the control inputs. We apply this result to prove local controllability of a forward equation in which only a small subset of the transition rates are the control inputs. Lastly, we extend our feedback stabilization results to stationary distributions that have a strongly connected support.
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1 INTRODUCTION

In recent years, the robotics community has devoted considerable research to the representation of robotic swarm dynamics using probability distributions and the control of their dynamics using mean-field models [16,2,12,13,7,9,10]. These representations are independent of the number of robots, and hence can be used in analysis and control synthesis approaches that are scalable with the swarm size. These results motivate a detailed analysis of control theoretic properties of Kolmgorov forward equations associated with Markov chains, with the probabilistic transition parameters as the control inputs.

In [9] we presented several results on controllability and stabilizability properties of the forward equation of a class of CTMCs, extending previous results on stabilization using open-loop control laws [1,2] and closed-loop control laws [13,18]. In this paper, we give detailed proofs of the results in [9], and we present new extensions of our results to controllability of systems with a smaller set of control variables and stabilizability of a larger class of target distributions.

The main contributions of this paper are the following:

(1) Local controllability of underactuated Kolmogorov equation. See Theorem 4.3. This result is an extension of a controllability result proved in [10] where the system was assumed to be fully-actuated.

(2) Asymptotic controllability of fully actuated system to target distributions. See Theorem 4.7. This result is an extension of the controllability result in [10] to target distributions that are not necessarily positive everywhere.
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(3) **Open-loop stabilizability** of fully actuated system to target distributions with strongly connected supports. See Proposition 5.1. This is a continuous-time version of the necessary and sufficient condition for stabilizability proved for discrete-time Markov chains in [1] and an extension of the sufficient condition presented for continuous-time [2], which was restricted to distributions that are positive everywhere.

(4) **Closed-loop stabilizability** of fully actuated system to target distributions with strongly connected supports using linear and polynomial feedback laws, with no switching of agents at equilibrium. See Theorem 5.4 and Proposition 5.5. Closed-loop feedback laws are preferable over open-loop control laws proposed in [1,2] to avoid undesirable switching of agents at equilibrium. Our stabilization results can be considered generalizations of the result in [18], where the authors constructed linear feedback laws for target distributions that are positive everywhere.

Contributions 2 and 3 were presented in [9] without proof. Contribution 4 was also partially presented in [9], without proof, for distributions that are positive everywhere. In this paper, we provide complete proofs of these results. Contribution 1 and the part of contribution 4 for general non-negative distributions are completely original to this paper.

## 2 NOTATION

We denote by \( G = (V, E) \) a directed graph with a set of \( M \) vertices, \( V = \{1, 2, \ldots, M\} \), and a set of \( N \) edges, \( E \subset V \times V \). An edge from vertex \( i \in V \) to vertex \( j \in V \) is denoted by \( e = (i, j) \in E \). We define a source map \( S : E \to V \) and a target map \( T : E \to V \) for which \( S(e) = i \) and \( T(e) = j \) whenever \( e = (i, j) \in E \). Throughout this paper, we will assume that the graph \( G \) is strongly connected. We will also assume that \( (i, i) \notin E \) for all \( i \in V \). A vector \( x^0 \in \mathbb{R}^M \) has a strongly connected support if the subgraph \( G_{\text{sub}} = (V_{\text{sub}}, E_{\text{sub}}) \), defined by \( V_{\text{sub}} = \{v \in V : x^0_v > 0\} \) and \( E_{\text{sub}} = E_{\text{sub}} \cap E \), is strongly connected. Moreover, \( V_{\text{sub}} \) is called the support of the vector \( x^0 \). For other commonly used graph-theoretical terminologies that will be used in this paper, we refer the reader to [19].

The spectrum of a matrix \( A \) will be denoted by \( \sigma(A) \). Given a vector \( y \in \mathbb{R}^M \), for each vertex \( i \in V \), the set \( \sigma_y(i) \subset V \) consists of all vertices \( j \) for which there exists a directed path \( \{e_k\}_{k=1}^f \) of some length \( f \) from \( j \) to \( i \) such that \( y_{S(e_k)} = 0 \) for each \( k = 1, \ldots, f-1 \). A matrix is non-negative if all its elements are non-negative, and it is essentially non-negative if all its off-diagonal elements are non-negative. A real eigenvalue \( \lambda_m \) of a matrix \( A \) will be called the **maximal eigenvalue** of \( A \) if \( \lambda_m \geq |\lambda| \) for all \( \lambda \in \sigma(A) \). We will denote the **conical span** of a set \( C \) of \( m \) vectors \( x_i \in \mathbb{R}^M \), \( i = 1, \ldots, m \), by \( \text{co span}(C) = \{\sum_{i=1}^m \alpha_i x_i : x_i \in C, \alpha_i \in \mathbb{R}_{\geq 0}, i = 1, \ldots, m\} \).

The matrix \( L_{\text{out}}(G) = D_{\text{out}}(G) - A(G) \in \mathbb{R}^{M \times M} \) denotes the out-Laplacian of the graph \( G \), where \( D_{\text{out}}(G) \) is the out-degree matrix of \( G \) and \( A(G) \) is the adjacency matrix of \( G \). \( D_{\text{out}}(G) \) is a diagonal matrix for which \( (D_{\text{out}}(G))_{ii} = d_i \) is the total number of edges \( e \) such that \( S(e) = i \). The entries of \( A(G) \) are defined as \( (A(G))_{ij} = 1 \) if \( (j, i) \in E \), and 0 otherwise. When \( G \) is bidirected, \( L_{\text{out}}(G) \) is the usual Laplacian of the graph, and we will drop the subscript and denote it by \( L(G) \). For a subset \( B \subset \mathbb{R}^M \), int \( B \) and \( \text{Bd} B \) will refer to the interior and the boundary, respectively, of \( B \).

## 3 CONTROL MODEL

Let \( G = (V, E) \) be a graph with the set of vertices \( V \) and edges \( E \). We consider the following control system,

\[
\dot{x}(t) = \sum_{e \in E} u_e(t) B_e x(t), \quad x(0) = x^0 \in \mathcal{P}(V),
\]

where \( B_e \) are control matrices whose entries are given by

\[
B_e^{ij} = \begin{cases} 
-1 & \text{if } i = j = S(e), \\
1 & \text{if } i = T(e), \ j = S(e), \\
0 & \text{otherwise}. 
\end{cases}
\]

The focus of this paper is to study controllability and stabilizability properties of the control system (1). We first consider the case where only a subset of the transition rates of this system can be specified, i.e., the control system is underactuated. Then we consider different types of stabilizability properties of the system for the fully actuated case. The analysis of this control system is motivated by potential applications in control of robotic swarms where \( V \) denotes the state-space of the robots, \( x_v(t) \) denotes the density of robots on the set \( v \in V \) and \( u_e(t)h \) denotes the probability of a robot transitioning from the source \( S(e) \) of the edge \( e \in E \) to the target edge \( T(e) \), at time \( t + h \) for \( h \) infinitesimally small. For a detailed discussion on the correspondence between this control system and the stochastic processes associated with the agent dynamics we refer the reader to [8].

**Remark 3.1** We note that \( \mathcal{P}(V) \) is an invariant set for system (1) because \( B_e \) has off-diagonal positive entries, its columns sum to 0, and the control inputs \( u_e(t) \) are constrained to be non-negative. This fact will be used throughout the paper.
4 CONTROLLABILITY ANALYSIS

4.1 Local Controllability of the Underactuated System

In this section, we prove a result (Theorem 4.3) on the controllability of system (1). Due to the non-negativity constraints on the control inputs, this result cannot be directly concluded from classical tests of controllability such as the Kalman rank condition or the Lie algebra rank condition [3]. Here, we first state a general result which implies that these classical rank conditions for controllability have a straightforward generalization to systems with non-negative control inputs. These generalized rank conditions can be used to establish the controllability result for system (1) that we proved in [10] for the case where all control inputs can be specified. The following result that we present has already been established in [15] for controllable nonlinear control systems with positivity constraints on the control inputs in the case where the linearized control system with the same constraints is also controllable. We state it here in this form, for the reader’s convenience, as it will be used later to prove our result on local controllability.

**Theorem 4.1** Consider the control-affine system

\[ \dot{x}(t) = f_0(x(t)) + \sum_{i=1}^{N} u_i(t)f_i(x(t)), \quad x(0) = x^0 \]  

(3)

with smooth vector fields \( f_i : \mathbb{R}^M \to \mathbb{R}^M \) for \( i = 0, \ldots, N \). Suppose that \( x^f \in \mathbb{R}^M \) and there exist measurable control inputs \( u_i : [0, T] \to \mathbb{R}, i = 1, \ldots, N \), such that a unique solution of the system (3) exists and satisfies \( x(T) = x^f \). Additionally, suppose that the following condition holds for all \( t \in [0, T] \):

\[ \text{span}\{f_i(x(t)) : i = 1, \ldots, N\} = \text{co span}\{f_i(x(t)) : i = 1, \ldots, N\}. \]  

(4)

Then there exist measurable non-negative control inputs \( \tilde{u}_i : [0, T] \to \mathbb{R}_{\geq 0}, i = 1, \ldots, N \), such that the state \( x(t) \) evolves according to the following system for almost every (a.e.) \( t \in [0, T] \):

\[ \dot{x}(t) = f_0(x(t)) + \sum_{i=1}^{N} \tilde{u}_i(t)f_i(x(t)), \quad x(0) = x^0 \]  

(5)

These generalized rank conditions can be used to establish the following controllability result for system (1) that we proved in [10], in the case where all control inputs can be specified. Note that the result in [10] is a stronger global controllability result than the local controllability result that we will be proving in the following theorem. It was possible to establish global controllability of the system in [10] because the system was assumed to be fully actuated.

The controllability result in proved in [10] for the case where all control inputs can be specified, in contrast to the result in Theorem 4.3, which applies when only a subset of these inputs can be designed. To prove the Theorem on global controllability the result in [10], it was sufficient to assume that the graph \( G \) is strongly

Fig. 1. Graph \( G \) in Example 4.2. Edges in \( E_0 \) are uncontrolled and denoted by red arrows. Edges in \( E_1 \) are controlled and denoted by green arrows.
connected. The following example shows that when only a subset of the control inputs can be designed, strong connectivity of the graph is not a sufficient condition for proving local controllability of system (1).

**Example 4.4** Let $\mathcal{V} = \{1, 2, 3, 4\}$, $\mathcal{E}_0 = \{(1, 3), (3, 1), (2, 3), (3, 2)\}$, and $\mathcal{E}_1 = \{(3, 4), (4, 3)\}$. We set $\mathcal{G} = (\mathcal{V}, \mathcal{E})$, where $\mathcal{E} = \mathcal{E}_0 \cup \mathcal{E}_1$ (see Fig. 2). Note that $\mathcal{G}$ is strongly connected. We consider the control system (6) with this graph. If $x^i_t \in \mathcal{P}(\mathcal{V})$ is such that $x^i_0 = x^i_2$, then the solution $x(t)$ of system (6) satisfies $x_1(t) = x_2(t)$ for all $t \geq 0$ for any choice of control inputs $u_e(t) \in \mathbb{R}$, $e \in \mathcal{E}_1$. Hence, although $\mathcal{G}$ is strongly connected, system (6) is not locally controllable at any point $x^i_t \in \mathcal{P}(\mathcal{V})$ that satisfies $x^i_1 = x^i_2$. The nature of this obstruction to controllability is similar to the one in leader-based control of linear consensus protocols [19], in which inputs act at the vertices of the graph rather than the edges, and symmetries in the graph with respect to input locations have a detrimental effect on the controllability of the system.

As we demonstrated with a simple counterexample in [9], distributions that correspond to points on the boundary of $\mathcal{P}(\mathcal{V})$ might not be reachable in finite time by solutions of the control system (1), even with the use of unbounded control inputs. In the following theorem, we prove a general negative controllability result for the case where the control inputs are constrained to be bounded.

**Proposition 4.5** Let $x^i_0 \in \mathcal{P}(\mathcal{V})$ be such that $x^i_0 > 0$ for some $i \in \mathcal{V}$ and let $T > 0$. Suppose that the control inputs $u_e(t)$ are essentially bounded over the time interval $[0, T]$. Then the solution $x(t)$ of the control system (1) satisfies $x_1(t) > 0$ for all $t \in [0, T]$.

**Proof.** For the sake of contradiction, suppose that there exist bounded piecewise control inputs $u_e(t)$ such that the solution $x(t)$ of the control system (1) satisfies $x_1(T) = 0$. Note that $x_1(t) = x_i^0 + \sum_{e \in \mathcal{E}_1} \int_0^t u_e(\tau) x_S(\tau) d\tau - \sum_{e \in \mathcal{E}_0} \int_0^t u_e(\tau) x_i(\tau) d\tau$ for all $t \in [0, T]$, where $\mathcal{E}_0$ is the set of edges $e$ such that $T(e) = i$ and $\mathcal{E}_1$ is the set of edges $e$ such that $S(e) = i$. Then $x_1(t) \geq \dot{x}_i(t) := \exp(-\sum_{e \in \mathcal{E}_1} \int_0^t u_e(\tau) d\tau) x_i^0 - \sum_{e \in \mathcal{E}_0} \int_0^t u_e(\tau) d\tau$ for all $t \in [0, T]$. Otherwise, due to continuity of the solution $x(t)$ with respect to time, there would exist a time $t_{\text{fin}} \in (0, T]$ at which $\dot{x}_i(t_{\text{fin}}) < \dot{x}_i(t_{\text{fin}})$ and $x_1(t_{\text{fin}}) = \hat{x}_i(t_{\text{fin}})$. Hence, the inequality $x_1(t) \geq \dot{x}_i(t)$ must hold for all $t \in [0, T]$.

When performing controllability analysis of bilinear systems on vector spaces, it is common to instead study the controllability of a related control system on the set of matrices. For instance, consider the following control system:

$$X(t) = \sum_{e \in \mathcal{E}} u_e(t) B_e X(t), \quad X(0) = I$$

(7)

Controllability of system (7) implies controllability of system (1). Specifically, if system (7) is controllable on the set of non-negative matrices that keep $\mathcal{P}(\mathcal{V})$ invariant, then system (1) is controllable on $\mathcal{P}(\mathcal{V})$. This follows from the observation that, if $u_e(t)$ is a given set of control inputs, then $X(t) x_0 = x(t)$ is the solution of system (1). This form of lifting of system (1) to (7) could be advantageous from a mathematical point of view due to the fact that the set of matrices with zero column sums forms a Lie group. Hence, one can potentially apply some of the extensive number of results on controllability properties of bilinear systems on Lie groups [4, 11] to study system (1). In fact, using such Lie group-theoretic techniques, in a recent work [17], controllability system (7) has been established for the case when the graph $\mathcal{G}$ is bidirected and the controls $u_e(t)$ are allowed to be negative. For applicability of this controllability result in [17] to stochastic processes, it is of interest to under-
stand if controllability is preserved when non-negativity constraints are imposed on the control inputs. However, using the result in Theorem 4.5 we can see that, with non-negativity constraints on \( u_e(t) \), system (7) is not controllable on the set of non-negative matrices that preserve \( \mathcal{P}(V) \). For example, let \( P \) be the matrix defined by \( P_{ij} = 1 \) if \( i = 1 \) and 0 otherwise. Then \( P \) is a matrix with non-negative elements and \( I^T P = 1^T \), where \( 1 \in \mathbb{R}^M \) is vector with all ones. Hence, \( P \) preserves \( \mathcal{P}(V) \). For any \( x \in \mathcal{P}(V) \), \( Px = y \in \mathcal{P}(V) \) satisfies \( y_1 = 1 \) and therefore, \( y_i = 0 \) for all \( i \neq 1 \). However, if the solution \( X(t) \) satisfies \( X(T) = P \) for some essentially bounded non-negative control inputs \( u_e(t) \), then we would arrive at a contradiction with Theorem 4.5 since we cannot have that \( x_2(T) = (X(T)x^0)_2 = 0 \) if \( x_2^0 > 0 \). Therefore, we have the following result.

**Proposition 4.6** Let \( SM \) be the set of non-negative matrices that keep \( \mathcal{P}(V) \) invariant. Then there exist points in \( SM \) that are not reachable using essentially-bounded control inputs \( u_e(t) \) that are non-negative.

Note that the above result is not due to the failure of the Lie algebra rank condition [3]. In fact, it can be shown that Lie algebra generated by the matrices \( B_e \) has full rank, and hence system (7) has the accessibility property. See [9] for the relevant computations.

### 4.2 Asymptotic Controllability

In contrast with the result stated in Proposition 4.5, which shows that the boundary points of \( \mathcal{P}(V) \) are not reachable in finite time, the next theorem proves that these points can be reached asymptotically as \( t \to \infty \).

**Theorem 4.7** Suppose that \( x^0 \in \mathcal{P}(V) \) is the initial distribution, and \( x^d \in \mathcal{P}(V) \) is the desired distribution. Then for each \( e \in \mathcal{E} \), there exists a set of time-dependent control inputs \( u_e : \mathbb{R}_{\geq 0} \to \mathbb{R}_{\geq 0}, e \in \mathcal{E} \), such that the solution \( x(t) \) of the control system (1) satisfies \( \lim_{t \to \infty} x(t) = x^d \).

**Proof.** We define the set \( \mathcal{R} = \{ i : x^d_i > 0, i = 1, \ldots, M \} \) with cardinality \( N_R \). Let \( \mathcal{I} : \{ 1, 2, \ldots, N_R \} \to \mathcal{R} \) be a bijective map that defines an ordering on \( \mathcal{R} \). Then we recursively define a collection \( \{ V_n \} \) of disjoint subsets of \( \mathcal{V} \) as follows:

\[
V_1 = \{ \mathcal{I}(1) \} \cup \{ i \in \mathcal{V} : x^d_i = 0 \ s.t. \ i \in \sigma_{x^d}(\mathcal{I}(1)) \}
\]

\[
V_n = \{ \mathcal{I}(n) \} \cup \{ i \in \mathcal{V} : x^d_i = 0 \ s.t. \ i \in \sigma_{x^d}(\mathcal{I}(n)) \}
\]

and

\[
i \notin \bigcup_{k=1}^{n-1} V_k
\]

for each \( n \in \{ 2, 3, \ldots, N_R \} \). We note that \( \mathcal{V} = \cup_{n=1}^{N_R} V_n \). Let \( x^a \in \text{int}(\mathcal{P}(V)) \) be some element such that \( \sum_{n \in V_n} x^a_n = x^d_n \) for each \( n \in \{ 1, 2, \ldots, N_R \} \). From the global controllability result stated [10][Theorem IV.7], we know that there exists a control input \( u_e^a : [0, T] \to \mathbb{R}_{\geq 0} \) for each \( e \in \mathcal{E} \) such that the solution \( x(t) \) of system (1) satisfies \( x(T) = x^a \). Now we will design \( \{ u_e \}_{e \in \mathcal{E}} \) such that \( u_e(t) = u_e^a(t) \) for each \( t \in [0, T] \) and \( u_e(t) = a_e \) for each \( t \in (T, \infty) \), where \( a_e \) is defined as follows:

\[
a_e = \begin{cases} 0 & \text{if } S(e) \in V_n \text{ and } T(e) \notin V_n, \ n \in \{ 1, \ldots, N_R \}, \\ 0 & \text{if } S(e) = \mathcal{I}(n) \text{ for some } n \in \{ 1, \ldots, N_R \}, \\ 1 & \text{otherwise.} \end{cases}
\]

Then the solution of system (1) for \( t > T \) can be constructed from the solution of the following decoupled set of ODEs:

\[
y_n(t) = -L_{\text{out}}(G_n)y_n(t), \quad y_n(T) = y_n^0 \in \mathcal{P}(V_n) \quad (8)
\]

for \( n = 1, \ldots, N_R \). Here, \( G_n = (V_n, E_n) \) for each \( n \in \{ 1, \ldots, N_R \} \), where \( e \in E_n \) if \( S(e), T(e) \in V_n \) and \( a_e = 1 \). An illustration of the construction of the graphs \( G_n \) is shown in Fig. 4.1.

The solution of system (8) is related to the solution of system (1) with \( x(T) = x^a \) through a suitable permutation matrix \( P \), defined such that \( Px(t) = [y_1(t), y_2(t), \ldots, y_{N_R}(t)] \). Since each graph \( G_n \) is a rooted in-branching subgraph, the process generated by \( -L_{\text{out}}(G_n)^T \) has a unique stationary distribution [5][Proposition 10]. Moreover, by construction, this unique, globally stable stationary distribution is the vector \( [x^d_{\mathcal{I}(n)} \ 0_{1 \times (|V_n|-1)}]^T \), where \( |V_n| \) is the cardinality of the set \( V_n \). This implies that \( \lim_{t \to \infty} P^{-1}y(t) = \lim_{t \to \infty} x(t) = x^d \). By concatenating the control inputs \( \{ u_e^a \}_{e \in \mathcal{E}} \) and \( \{ u_e \}_{e \in \mathcal{E}} \), we obtain the desired asymptotic controllability result.

The significance of Theorem 4.7 is that for any given target distribution \( x^d \in \mathcal{P}(V) \), we can now conclude there exists a globally asymptotically stabilizing controller that stabilizes the closed-loop system (9) \( x^d \). This follows from an important result in the literature on the relationship between asymptotic controllability and feedback stabilizability [6]. In subsequent sections, we explicitly construct globally asymptotically stabilizing controllers that can only stabilize \( x^d \in \mathcal{P}(V) \) with strongly connected support, a more restricted class of target distributions, but that can be chosen to have a decentralized structure. The existence of globally asymptotically stabilizing controllers with such a structure does not follow from the results in [6].

### 5 Stabilizability Analysis

#### 5.1 Open-loop Stabilization

In this section, we establish stabilizability of the system (1) using constant control inputs that are independent of
the state of each agent and time. From a practical point of view, these are the simplest type of control laws that can be implemented in practice as each agent needs to be cognizant only of its own state in order to be able to control such a control law. We note that the corresponding result for agents evolving according to discrete-time Markov chains has been proved in [1].

**Proposition 5.1** Let $\mathcal{G}$ be a strongly connected graph. Suppose that $x^d \in \mathcal{P}(\mathbb{R}^n)$ is an initial distribution and $x^d \in \mathcal{P}(\mathbb{R}^n)$ is a target distribution. Additionally, assume that $x^d$ has strongly connected support. Then there is a set of parameters $\alpha_{e} \in [0, \infty)$ for each $e \in \mathcal{E}$, such that if $x_e(t) = \alpha_{e}$ for all $t \in [0, \infty)$ and for each $e \in \mathcal{E}$ in system (1), then the solution $x(t)$ of this system satisfies $\|x(t) - x^d\| \leq M e^{-\lambda t}$ for all $t \in [0, \infty)$ and for some positive parameters $M$ and $\lambda$ that are independent of $x^d$.

**Remark 5.2** (Non-applicability of the Perron-Frobenius theorem) Before we prove Proposition 5.1, we note that it considers non-negative target distributions $x^d$, it cannot be concluded from the Perron-Frobenius theorem, which only applies to positive $x^d$.

**Proof.** Let $\mathcal{V}_s \subset \mathcal{V}$ be the support of $x^d$. From this vertex set, we construct a new graph $\tilde{\mathcal{G}} = (\mathcal{V}, \tilde{\mathcal{E}})$, where $e = (i, j) \in \mathcal{E}$ implies that $e \in \tilde{\mathcal{E}}$ if and only if $i \in \mathcal{V}_s$ implies that $j \not\in \mathcal{V}_s \setminus \mathcal{V}_s$. Then it follows from [5][Proposition 10] that the process generated by the transition rate matrix $-\mathcal{L}_{\text{out}}(\tilde{\mathcal{G}})^T$ has a unique, globally stable invariant distribution if we can establish that $\tilde{\mathcal{G}}$ has a rooted in-branching subgraph. This implies that $\tilde{\mathcal{G}}$ must have a subgraph $\tilde{\mathcal{G}}_{\text{sub}} = (\mathcal{V}, \tilde{\mathcal{E}}_{\text{sub}})$ which has no directed cycles and for which there exists a root node, $v_r$, such that for every $v \in \mathcal{V}$ there exists a directed path from $v$ to $v_r$. This is indeed true for the graph $\tilde{\mathcal{G}}$, which can be shown as follows. First, let $r \in \mathcal{V}$ such that $x^d_r > 0$. From the assumption that $\tilde{\mathcal{G}}$ is strongly connected and the construction of $\tilde{\mathcal{G}}$, it can be concluded that there exists a directed path in $\tilde{\mathcal{E}}$ from any $v \in \mathcal{V}$ to $r$. Now, for each $n \in \mathbb{Z}_+$, the set of positive integers, let $\tilde{N}_n(r) = \{e \in \tilde{\mathcal{E}} | n+1 \}$ be the set of all vertices for which there exists a directed path of length $n$ to $r$. For each $n > 1$, let $\tilde{N}_n(r) = \tilde{N}_n(r) \setminus \bigcup_{m=1}^{n-1} \tilde{N}_m(r)$. We define $\tilde{\mathcal{E}}_{\text{sub}}$ by setting $e \in \tilde{\mathcal{E}}_{\text{sub}}$ if and only if $e \in \tilde{\mathcal{E}}$, $S(e) \in \tilde{N}_n(r)$, and $T(e) \in \tilde{N}_n(r)$ for some $n > 1$. Then $\tilde{\mathcal{G}}_{\text{sub}} = (\mathcal{V}, \tilde{\mathcal{E}}_{\text{sub}})$ is the desired rooted in-branching subgraph.

The matrix $-\mathcal{L}_{\text{out}}(\tilde{\mathcal{G}})^T$ is the generator of a CTMC, since $\mathcal{L}_{\text{out}}(\tilde{\mathcal{G}})^T 1 = 0$ and its off-diagonal entries are positive. Moreover, as we have shown, $\tilde{G}$ has a rooted in-branching subgraph. Hence, there exists a unique vector $z$ such that $-\mathcal{L}_{\text{out}}(\tilde{\mathcal{G}})z = 0$ and $z \in \mathcal{P}(\mathbb{R}^n)$. The vector $z$ is nonzero only on $\mathcal{V}_s$, since the subgraph corresponding to $\mathcal{V}_s$ is strongly connected. Then we consider a positive definite diagonal matrix $D \in \mathbb{R}^{M \times M}$ such that $D_{ii} = z_i / x^d_i$ if $i \in \mathcal{V}_s$ and is an arbitrary strictly positive value for any other $i \in \mathcal{V}$. The matrix $-DC_{\text{out}}(\tilde{\mathcal{G}})^T$ is also the generator of a CTMC. Moreover, $x^d$ is the unique stationary distribution of the process generated by $-DC_{\text{out}}(\tilde{\mathcal{G}})^T$, since $x^d$ lies in the null space of $G = -DC_{\text{out}}(\tilde{\mathcal{G}})D$ by construction ($DC_{\text{out}}(\tilde{\mathcal{G}})Dx^d = DC_{\text{out}}(\tilde{\mathcal{G}})z = 0$). The simplicity of the principal eigenvalue at 0 for the matrix $-DC_{\text{out}}(\tilde{\mathcal{G}})^T$ is inherited by the same eigenvalue of the matrix $G$. Then the result follows by setting $\alpha_e = G^{-1}S(e)$ for each $e \in \mathcal{E}$ and by noting that since $G^{-1}$ is the generator of a CTMC, and its eigenvalue at 0 has the aforementioned properties and is simple, then the rest of the spectrum of $G$ lies in the open left half of the complex plane. In particular, for this choice of $\alpha_e$, the right-hand side of system (1) becomes $\sum_{e \in \mathcal{E}} \alpha_e \mathcal{B}_e x(t) = Gx(t)$, and therefore the solution $x(t)$ of (1) exponentially converges to $x^d$. \( \square \)

### 5.2 Closed-loop Stabilization

Now we investigate the stabilizability properties of the system (1) using closed-loop feedback laws. While open-loop time-independent control laws require lesser amount of information than closed-loop feedback laws, open-loop time-independent control laws have the disadvantage that the control inputs are non-zero at equilibrium. To address this specific issue we will be looking for feedback control laws that take zero value at equilibrium, and hence reduce the amount of switching that agents need to be as $t \to \infty$. Particularly, our goal will be to construct decentralized feedback laws $k_e : \mathbb{R}_+ \to \mathbb{R}$ such that $k(x^d_t) = 0$ and a given target equilibrium distribution $x_0 \in \mathcal{P}(\mathbb{R}^n)$ is globally asymptotically stable for the following system.

$$\dot{x}(t) = \sum_{e \in \mathcal{E}} k_e(x(t))B_e x(t), \quad x(0) = x^d \in \mathcal{P}(\mathbb{R}^n). \tag{9}$$

Note that stabilizability using centralized feedback follows from the controllability result in [10][Theorem IV.17] and from general control theoretic results that relate controllability and stabilizability [21,6]. Hence, our focus in this section is to establish stabilizability using decentralized control laws.

**Lemma 5.3** Define $x^d \in \text{int}(\mathcal{P}(\mathbb{R}^n))$. For each $e \in \mathcal{E}$ and each $y \in \mathbb{R}^M$, let $k_e : \mathbb{R}^M \to (-\infty, \infty)$ be given by

$$k_e(y) = x^d_{T(e)}y_S(e) - x^d_{S(e)}y_T(e) \tag{10}$$

in system (9). Then, $x^d$ is locally exponentially stable on the space $\mathcal{P}(\mathbb{R}^n)$. That is, there exists $r > 0$ such that $\|x(t) - x^d\| \leq M_0e^{-\lambda t}$, for all $t \in [0, \infty)$ and for some parameters $M_0 > \ldots$
0 and $\lambda > 0$ that depend only on $r$. If $G$ is bidirected, then $x^d$ is also asymptotically stable.

**Proof.** We use the linearization of system (9) about $x^d$ to establish local exponential stability. Consider the vector field $f^e = [f_1^e \ldots f_M^e]^T$ given by

$$f_i^e(y) = \begin{cases} \left(-d_T^e(x_S(e) - d_T^e(x_T(e)))y_S(e) \right) & \text{if } i = S(e), \\ \left(x_T^e(x_S(e) - d_T^e(x_T(e)))y_S(e) \right) & \text{if } i = T(e), \\ 0 & \text{otherwise.} \end{cases}$$

for each $y \in \mathbb{R}^M$. Then for each $e \in \mathcal{E}$, we define the matrix $A_e \in \mathbb{R}^{M \times M}$ as follows:

$$A_e^{ij} = \begin{cases} \frac{\partial f_{S(e)}^e}{\partial y_{S(e)}} & \text{if } i = j = S(e), \\ \frac{\partial f_{T(e)}^e}{\partial y_{T(e)}} & \text{if } i = S(e), j = T(e), \\ \frac{\partial f_{T(e)}^e}{\partial y_{T(e)}} & \text{if } i = j = T(e), \\ \frac{\partial f_{S(e)}^e}{\partial y_{S(e)}} & \text{if } i = T(e), j = S(e), \\ 0 & \text{otherwise.} \end{cases}$$

Now we define the matrix $G \in \mathbb{R}^{M \times M}$ as $G = \sum_{e \in \mathcal{E}} A_e$. Note that $G^{S(e)}T(e) > 0$ for each $e \in \mathcal{E}$, since $x^d \in \text{int}(\mathcal{P}(V))$. Moreover, $1^T G = 0$, and the off-diagonal terms of $G$ are positive. Hence, $G$ is an irreducible transition rate matrix. It is a classical result that this implies that $G$ has its principal eigenvalue at 0, which is simple. The other eigenvalues of $G$ lie in the open left half of the complex plane. However, note that the equilibrium point $x^d$ is non-hyperbolic, since the principal eigenvalue of $G$ is at 0. Hence, local exponential stability of the original nonlinear system does not immediately follow. However, it follows that there exists an $(M-1)$-dimensional local stable manifold of the system that is tangential to $\mathcal{P}(V)$ at $x^d \in \mathcal{P}(V)$. Noting that the set $\{y \in \mathbb{R}^M \mid \sum_{i=1}^M y_i = c\}$ is invariant for solutions of the system (9) for any $c \in \mathbb{R}$, it follows that the stable manifold is in fact in $\mathcal{P}(V)$. From this, the result follows.

To prove asymptotic stability of $x^d$ for bidirected graphs, consider the continuously differentiable function $V : \mathbb{R}^M \rightarrow \mathbb{R}_+ \geq 0$ given by

$$V(y) = \frac{1}{2}(y - x^d)^TD(y - x^d)$$

for all $y \in \mathbb{R}^M$, where $D \in \mathbb{R}^{M \times M}$ is defined as $D = [\text{diag}(x^d)]^{-1}$. Then

$$\dot{V}(x(t)) = \sum_{e \in \mathcal{E}} x_{S(e)}(t)(x_T^d(t)x_{S(e)}(t) - x_S^d(t)x_T(e)(t))^2.$$ 

Thus, $\dot{V}(x(t)) \leq 0$ for all $t \in [0, \infty)$, with the equality $\dot{V}(x(t)) = 0$ holding only when $x(t) = x^d$. Then, the asymptotic stability of $x^d$ follows from LaSalle’s invariance principle [14] by noting that the set $\mathcal{P}(V)$ is invariant for the system (1).

The above lemma implies that if negative transition rates are admissible, then there exists a linear feedback law, $\{k_e\}_{e \in \mathcal{E}}$, such that $k_e(x^d) = 0$ for each $e \in \mathcal{E}$ and the desired equilibrium point is locally exponentially stable.

A desirable property of the control system (1) is that stabilization of the target equilibrium can be achieved using a linear feedback law that satisfies positivity constraints away from equilibrium and is zero at equilibrium. However, any stabilizing linear control law that is zero at equilibrium must in fact be zero everywhere, if non-negativity constraints are imposed on the control inputs. On the other hand, in the next theorem we show that whenever $G$ is bidirected, any feedback control law that violates positivity constraints can be implemented using a rational feedback law of the form $x(t) = a(x) + b(x)f(T(e))/y_{S(e)}$, such that $k(x)$ satisfies the positivity constraints and is zero at equilibrium. Note, however, that we cannot achieve the same result as in the following theorem just by setting $u_{ij}(t) = u_{ij}(t)$ whenever $u_{ij}(t)$ is negative, as the resulting solution of the system for the modified control input might not be the same.

**Lemma 5.4** Let $G$ be a bidirected graph. Let $k_e : \mathbb{R}^M \rightarrow (-\infty, \infty)$ be a map for each $e \in \mathcal{E}$ such that there exists a unique global solution of the system (9). Additionally, assume that $x(t) \in \text{int}(\mathcal{P}(V))$ for each $t \in [0, \infty)$. Consider the functions $m_e^y : \mathbb{R}^M \rightarrow [0,1]$ and $m_e^c : \mathbb{R}^M \rightarrow [0,1]$, defined as follows for each $e \in \mathcal{E}$:

$$m_e^y(y) = 1 \text{ if } k_e(y) \geq 0, 0 \text{ otherwise;}$$
$$m_e^c(y) = 1 \text{ if } k_e(y) \leq 0, 0 \text{ otherwise.}$$

Let $c_e : \mathbb{R}^M \rightarrow [0, \infty)$ be given by

$$c_e(y) = m_e^y(y)k_e(y) - m_e^c(y)k_e(y)f(T(e))/y_{S(e)}.$$ 

Then the solution $\bar{x}(t)$ of the following system,

$$\dot{\bar{x}} = \sum_{e \in \mathcal{E}} c_e(\bar{x}(t))B_e\bar{x}(t), \quad \bar{x}(0) = x^0 \in \text{int}(\mathcal{P}(V)),$$ 

is unique, defined globally, and satisfies $\bar{x}(t) = x(t)$ for all $t \in [0, \infty)$.

**Proof.** This follows by noting that the right-hand sides of systems (9) and (13) are equal for all $t \geq 0$. 

\[\text{7}\]
In the above theorem, it is required that \( \dot{x}(t) \in \text{int}(\mathcal{P}(V)) \) for all \( t \in [0, \infty) \). This assumption on the initial distribution \( x_0 \) can be avoided if one uses polynomial feedback instead, as shown in the following theorem.

**Proposition 5.5** Let \( G \) be a bidirected graph. Suppose that \( x^d \in \text{int}(\mathcal{P}(V)) \). Let \( k_e : \mathbb{R}^M \rightarrow [0, \infty) \) be given by
\[
k_e(y) = \left[ (y_{S(e)} - x^d_{S(e)})^2 + (y_{T(e)} - x^d_{T(e)})^2 \right]/x^d_{S(e)}
\]
in system (9), for each \( e \in E \) and each \( y \in \mathbb{R}^M \). Then \( x^d \) is the globally asymptotically stable equilibrium point of system (9).

Before we present the proof, to facilitate our analysis, we rewrite system (9) as
\[
x(t) = G(x(t))x(t), \quad x(0) = x_0^n \in \mathcal{P}(V)
\]
where \( G : \mathbb{R}^M \rightarrow \mathbb{R}^{M \times M} \) is given by \( G(y) = \sum_{e \in E} k_e(y)B_e \) for all \( y \in \mathbb{R}^M \). It is clear that when \( x_{S(e)} = x^d_{S(e)} \) and \( x_{T(e)} = x^d_{T(e)} \) for all \( e \in E \), \( G(x^d) = 0 \), which satisfies our requirement that the control inputs equal zero at equilibrium.

**Proof.** To prove the stability of system (15), we will again invoke LaSalle’s invariance principle [14]. Consider the continuously differentiable function \( V : \mathbb{R}^M \rightarrow \mathbb{R}_{\geq 0} \) defined in equation (11). To apply LaSalle’s invariance principle, \( V(x) \) along the solutions \( x(t) \) of system (15) is required to be negative. We can compute this derivative as:
\[
\dot{V}(x) = \frac{1}{2}x^T D(x - x^d) + \frac{1}{2}(x - x^d)^T Dx
= \frac{1}{2}(x^T G(x)Dx + x^T DG(x)^T x)
- x^T G(x)Dx^d - (x^d)^T DG(x)x^d).
\]

A simple computation shows that the last two terms in the expression above are zero. The sum of the first two terms is strictly negative; this can be confirmed by algebraic manipulation of the sum as follows. Setting \( r(t) = [x_1(t)/x^d_1, \ldots, x_M(t)/x^d_M]^T \), we obtain:
\[
\frac{1}{2}x^T G(x)Dx(t) + \frac{1}{2}(x - x^d)^T Dx(t)
= \frac{1}{2} \sum_{e \in E} -r_{S(e)}(t) - r_{T(e)}(t)\{(x_{S(e)}(t) - x^d_{S(e)})^2 + (x_{T(e)}(t) - x^d_{T(e)})^2\}.
\]
The expression (16) is a negative sum-of-squares, and thus equals zero only when \( x(t) = x^d \). Hence, this function is strictly negative for all \( x \in \mathcal{P}(V) \setminus \{x^d\} \). Moreover, the set \( \mathcal{P}(V) \) is invariant for the closed-loop system (15) since \( G(y) \) is an essentially non-negative matrix for which each row sums to zero, for all \( y \in \mathcal{P}(V) \). It follows from LaSalle’s invariance principle that \( x^d \) is the globally asymptotically stable equilibrium point of the closed-loop system (15) with the control inputs \( k_e \) defined in (14). \( \square \)

We now extend the stabilization results in Lemma 5.3 and Proposition 5.5 to the more general case where the target distribution has a strongly connected support and is not necessarily strictly positive everywhere on \( V \). We will need the following preliminary results to prove these extensions.

**Lemma 5.6** Let \( A \in \mathbb{R}^{M \times M} \) be an essentially non-negative matrix. Let \( S \) be the set of elements \( k \in V \) such that \( \sum_{i \in V} A_{ik} < 0 \). Assume that \( S \) is non-empty and that \( \sum_{i \in V} A_{ik} \leq 0 \) for all \( j \in V \). Additionally, suppose that for each \( j \in V \setminus S \), there exists a sequence \( (i_n)_{n=1}^{\infty} \in V \) of length \( m \) such that \( i_1 = j, i_m \in S \), and \( A_{ik}\text{for }k = 2, \ldots, m \) with \( A_{ik} > 0 \) exists and bounded from above by \( \lambda \). Next, we will establish that \( r \neq \lambda \). Suppose, for the sake of contradiction, that the maximal eigenvalue of \( A + \lambda I \) exists and is bounded from above by \( \lambda \). Hence, since each column of the matrix \( A + \lambda I \) is less than or equal to \( \lambda \), it follows from [20][Theorem 4.2] and [20][Theorem 4.1.1] that the maximal eigenvalue \( \lambda \) of \( A + \lambda I \) exists and is bounded from above by \( \lambda \). Next, we will establish that \( r \neq \lambda \). Suppose, for the sake of contradiction, that the maximal eigenvalue of \( A + \lambda I \) is less than or equal to \( \lambda \), and hence that \( A \) has an eigenvalue at \( 0 \). Then, by [20][Theorem 4.2], there exists a nonzero element of \( v \in \mathbb{R}^M \) such that \( A \neq 0 \). Therefore, \( I^T A v = \sum_{i \in V} \sum_{k \in S} A_{ik} v_k = 0 \). Since, each column of \( A \) corresponding to \( V \setminus S \) sums to \( 0 \), we can conclude that \( (A v)_k = 0 \) for all \( k \in S \). Additionally, we assumed that if \( j \notin S \), then there exists a sequence \( (i_n)_{n=1}^{\infty} \in V \) of length \( m \) such that \( i_1 = j, i_m \in S \), and \( A_{ik}<0 \) for all \( i_k \notin i_{k-1} \) with \( k = 2, \ldots, m \). Moreover, all the off-diagonal elements of \( A \) are non-negative, and \( A \neq 0 \). Thus, it must be the case that \( v_i = 0 \) for all \( i \in N(j) \), the set of vertices that are adjacent to any vertex \( j \in S \). The non-negativity of the off-diagonal elements of \( A \) and the fact that \( A \neq 0 \) also imply that \( v_i = 0 \) for all \( i \in N(j) \), for all \( p \in N(k) \) with \( k \in S \). Using a similar argument, we can show that since the graph \( G \) is strongly connected, \( v_i = 0 \) for all \( i \in V \). This implies that \( r \neq \lambda \). Therefore, the matrix \( A \) is Hurwitz. This concludes the proof. \( \square \)

**Theorem 5.7** Let \( f : \mathbb{R}^{M_1} \rightarrow \mathbb{R}^{M_1} \) be a Lipschitz-continuous vector field, where \( M_1 \) is the cardinality of a set \( V_1 \subset V \). Also, let \( M_2 \) be the cardinality of \( V_2 = V \setminus V_1 \).
Suppose there exists a continuously differentiable positive function $U : \mathbb{R}^M \rightarrow \mathbb{R}_{\geq 0}$ such that $\frac{\partial U}{\partial y}(y) \leq 0$, with the equalities $U(y) = \frac{\partial U}{\partial y}(y) = 0$ holding only at a unique fixed point of $f(x)$ given by $y = x^d \in \mathcal{P}(\mathcal{V})$. Now consider the following system with solution $z(t) \in \mathbb{R}^M$,

$$
\begin{align*}
\dot{z}_1(t) &= f(z_1(t)) + G_2 z_2(t), \\
\dot{z}_2(t) &= A z_2(t), \\
\dot{z}(0) &= z^0 \in \mathcal{P}(\mathcal{V}),
\end{align*}
$$

(17)

where $z(t) = [z_1(t)^T \ z_2(t)^T]^T$, $G_2 \in \mathbb{R}^{M \times M_2}$, $A \in \mathbb{R}^{M_2 \times M_1}$, and $\mathcal{P}(\mathcal{V})$ is invariant for the system. Lastly, assume that the matrix $A$ satisfies the sufficient conditions in Lemma (5.6) for spec($A$) to lie in the open left half of the complex plane. Then $x^d = [(x^d)^T \ 0]^T$ is the globally asymptotically stable equilibrium point of the system (17).

Proof. From the proof of Lemma (5.6), the matrix $A$ is Hurwitz. This implies that $\lim_{t \rightarrow \infty} z_2(t) = 0$. Hence, $\lim_{t \rightarrow \infty} \sum_{i \in \mathcal{V}} z_i(t) = 1$, since $\mathcal{P}(\mathcal{V})$ is invariant for the system (17). We can extend the function $U$ to a function $\tilde{U}$ on $\mathbb{R}^M$ by defining $\tilde{U}(y) = U(y_1)$, where $y = [y_1^T \ y_2^T]^T$, $y_1 \in \mathbb{R}^M$, and $y_2 \in \mathbb{R}^{M_2}$. Consider the set $\Delta_c = \{y \in \mathcal{P}(\mathcal{V}) : \sum_{i \in V} y_i \leq c\}$. From the assumptions made on $U$, we have that $\frac{\partial U}{\partial y_1}(y_1) + \frac{\partial U}{\partial y_2}(y_2) \leq 0$ on the set $\Delta_0$, with the equality holding only at $y = [(x^d)^T \ 0]^T$. Now fix $c_1 > 0$. By the continuity of the function $\tilde{U}_d(y) := \frac{\partial U}{\partial y_1}(y_1) + \frac{\partial U}{\partial y_2}(y_2)$, there exist $\epsilon > 0$ and $c_2 > 0$ such that $\tilde{U}_d(y) \leq -\epsilon$ for all $y \in U^{-1}((c_1, \infty]) \cap \Delta_{c_2}$. Due to the assumption on the matrix $A$ that $\sum_{i \in \mathcal{V}} A_{ij} \leq 0$ for all $i \in \mathcal{V}$, it follows that $U^{-1}([0, c_1]) \cap \Delta_{c_2}$ is invariant for the system (17). This implies that the equilibrium $x^d$ is Lyapunov stable for the system (17). Next, we will establish that the distribution $x^d$ is also globally attractive. We know that $\lim_{t \rightarrow \infty} \mathcal{P}(\mathcal{V}) = \mathcal{P}(\mathcal{V})$. In compact, we can conclude that there exists $t_0 > 0$ such that $z(t) \in U^{-1}([0, c_1]) \cap \Delta_{c_2}$ for all $t \geq t_0$. The constant $c_1$ can be chosen to be arbitrarily small. This implies that $\lim_{t \rightarrow \infty} z(t) = x^d$.

Using the results in Lemma 5.6 and Theorem 5.7, we prove the following result, which generalizes Lemma 5.3 and Proposition 5.5 to target distributions that have a strongly connected support.

**Theorem 5.8** Let $G$ be a bidirected graph. Suppose that $x^d \in \mathcal{P}(\mathcal{V})$ has a strongly connected support. Let $\mathcal{V}_1$ be the support of $x^d$ and $\mathcal{V}_2 = \mathcal{V} \setminus \mathcal{V}_1$. Let $k_e : \mathbb{R}^M \rightarrow [0, \infty)$ in system (9) be defined as

$$
\begin{align*}
k_e(x) &= \begin{cases} 
    a_1(x^d_T(e)^2 y_{S(e)} - x^d_{S(e)} y_T(e)) \\
    + a_2([y_{S(e)} - x^d_{S(e)})^2 + (y_{T(e)} - x^d_{T(e)})^2] / x^d_{S(e)} \\
    \text{if } S(e), T(e) \in \mathcal{V}_1, \\
    g_e \in (0, \infty) \text{ if } S(e) \in \mathcal{V}_2, \\
    0 \text{ if } S(e) \in \mathcal{V}_1, T(e) \in \mathcal{V}_2,
\end{cases}
\end{align*}
$$

where either $a_1 \neq 0$ or $a_2 \neq 0$; that is, only one of the control laws (10) or (14) is used to stabilize the system. Then $x^d$ is the globally asymptotically stable equilibrium point of the system (9).

Proof. Without loss of generality, we can assume that $\mathcal{V}_1$ is of the form $\{1, ..., M_1\}$ for some $M_1 \leq M$. For this analysis we use the modified system (15). Since $k_e(y) = 0$ whenever $S(e) \in \mathcal{V}_1$, $T(e) \in \mathcal{V}_2$, the state-dependent matrix $G(y)$ can be factorized into the form

$$
G(y) = \begin{bmatrix} G_1(y_1) & G_2 \\
0 & A \end{bmatrix},
$$

(18)

where $G_1 : \mathbb{R}^{M_1} \rightarrow \mathbb{R}^{M_1 \times M_1}$ and $G_2 \in \mathbb{R}^{M_1 \times M_2}$. Moreover, since the graph $G$ is strongly connected and bidirected, from the definition of $k_e$, it follows that $A$ satisfies the sufficient conditions of Lemma 5.6; therefore, spec($A$) lies in the open left half of the complex plane. In addition, since each column of the matrix $G(y)$ sums to 0 and this matrix is essentially non-negative for each $y \in \mathcal{P}(\mathcal{V})$, the set $\mathcal{P}(\mathcal{V})$ is invariant for the system (15). Let $M_1$ be the cardinality of the set $\mathcal{V}_1$. Additionally, define the function $U : \mathbb{R}^{M_1} \rightarrow \mathbb{R}_{\geq 0}$ by $U(y) = \frac{1}{2} (y - y^d)^T D (y - y^d)$ for all $y \in \mathbb{R}^{M_1}$, where $y^d \in \text{int}(\mathcal{P}(\mathcal{V}_1))$ such that $x^d = [(y^d)^T \ 0]^T \in \mathcal{P}(\mathcal{V})$, and $D \in \mathbb{R}^{M_1 \times M_1}$ is given by $D = [\text{diag}(x^d)]^{-1}$. By Lemma 5.3 and Proposition 5.5, this function satisfies the conditions of Theorem 5.7 with respect to the vector field $f(z) = G_1^T(z) z \in \mathcal{P}(\mathcal{V}_1)$. Then the result follows from Theorem 5.7.

6 CONCLUSION AND FUTURE WORK

We proved a number of controllability and stabilization results for Kolmogorov forwards equations of continuous-time Markov chains. Since an implementation of these control laws on robots requires discretization of time, a potential direction for future work would be to extend these results to the discrete-time case considered in [1].
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