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Abstract—In this paper, we stabilize a discrete-time Markov process evolving on a compact subset of \( \mathbb{R}^d \) to an arbitrary target distribution that has an \( L^\infty(\cdot) \) density and does not necessarily have a connected support on the state space. We address this problem by stabilizing the corresponding Kolmogorov forward equation, the mean-field model of the system, using a density-dependent transition kernel as the control parameter. Our main application of interest is controlling the distribution of a multi-agent system in which each agent evolves according to this discrete-time Markov process. To prevent agent state transitions at the equilibrium distribution, which would potentially waste energy, we show that the Markov process can be constructed in such a way that the operator that pushes forward is the identity at the target distribution. In order to achieve this, the transition kernel is defined as a function of the current agent distribution, resulting in a nonlinear Markov process. Moreover, we design the transition kernel to be decentralized in the sense that it depends only on the local density measured by each agent. We prove the existence of such a decentralized control law that globally stabilizes the target distribution. Further, to implement our control approach on a finite \( N \)-agent system, we smoothen the mean-field dynamics via the process of mollification. We validate our control law with numerical simulations of multi-agent systems with different population sizes. We observe that as \( N \) increases, the agent distribution in the \( N \)-agent simulations converges to the solution of the mean-field model, and the number of agent state transitions at equilibrium decreases to zero.

I. INTRODUCTION

In this work, we address the problem of stabilizing a multi-agent system evolving on a compact, connected subset of \( \mathbb{R}^d \) to a target distribution. This problem can arise, for example, in the allocation of nodes in an electric power grid [4] or a wireless network [38], or the redistribution of an ensemble of agents such as a swarm of robots (e.g. [1], [19]). Our main application is a variety of multi-agent applications that require task reallocation or spatial redistribution, such as environmental monitoring, surveillance, disaster response, and autonomous construction. We consider groups of agents that all follow the same dynamics and control policies, which are independent of the agents’ identities. We assume that each agent can obtain local measurements of the agent population but do not require inter-agent communication.

Instead of specifying the spatiotemporal evolution of each individual agent, a microscopic approach to agent control, we will design agent control laws using a fluid approximation of the multi-agent system, called the macroscopic or mean-field model [20]. This approximation is justified by modeling each agent’s dynamics as a Markov process, and then the mean-field behavior of the population is determined by the Kolmogorov forward equation corresponding to the Markov process. Mean-field models have a long history; their origin is in statistical physics, in particular for modeling dense gases [37], and they have been applied in epidemiology [3], game theory [5], and in the modeling of computer networks [10], electric power system loads [33], and energy demand networks [14].

We will address the problem of stabilizing the mean-field model using the transition kernel as the control parameter. In contrast to commonly used graph-theoretic approaches for controlling multi-agent systems [12], [36], control approaches based on mean-field models scale well to very large numbers of agents. Moreover, a range of tools are available to analyze and control mean-field dynamical models, which have the advantage of linearity in the absence of agent interactions.

In this paper, we design stochastic agent control laws using the mean-field model of the agent population dynamics. Essentially, we construct an ergodic Markov process such that its stationary distribution is a target \( L^\infty(\cdot) \) function. Moreover, we require the agents to stop transitioning at this target distribution. This condition requires that the operator acting on densities be the identity operator at the target distribution. We consider multi-agent systems in which the agents have specified nonlinear discrete-time dynamics. This paper builds on our work in [6], wherein we constructed a Markov process that can be stabilized to probability distributions that have continuous densities. Moreover, in contrast to this paper, explicit agent dynamics were not specified in [6].

We detail our contribution in the following three points:

1. We design the transition kernel to stabilize the mean-field model to target measures that have \( L^\infty(\cdot) \) densities, a larger class of measures than we previously considered in [6]–[8]. In [7], [8], we considered measures that have \( L^\infty(\cdot) \) densities that are strictly positive a.e. (almost everywhere) on the domain. These works generalize the Perron-Frobenius theorem [29], which does not guarantee stabilization to distributions on discrete state spaces that are not strongly connected (see [1] for discrete-time Markov chains and [22] for continuous-time Markov chains), to Markov processes on continuous state spaces. However, in this paper, we are able to stabilize the mean-field model to distributions that are not supported everywhere on the domain by using a control law that is density-dependent.

A similar measure control problem is addressed in [13],
in which the authors consider an optimal control problem that drives a linear system evolving on \( \mathbb{R}^d \), for a fixed initial condition on the measure, to target Gaussian measures. One of the earlier works on the topic of distribution control is [30], in which reducing the difference between distributions is posed as a minimization problem.

2. The convergence of a Markov process to an equilibrium distribution does not necessarily imply that the agents evolving according to the process also converge to equilibrium states. In fact, agents may continue to transition between states, which can cause them to waste energy. To prevent agents from continuing to switch between states at the equilibrium distribution, we construct the Markov process such that its forward operator, which pushes forward measures, is the identity operator at the desired equilibrium. This results in a time-dependent transition kernel that is a function of the distribution and gives rise to a nonlinear Markov process. Such stochastic processes, called density-dependent population processes, are used to model the dynamics of logistic growth, epidemics, and chemical reaction networks [25]. Preliminary work in this direction for discrete-time Markov chains evolving on finite graphs has been done in [34].

3. Since we establish that the transition kernel must depend on the distribution, our third goal is to construct the kernel to have a decentralized structure. A kernel with this structure corresponds to agent control policies that require each agent to estimate the population only in its local neighborhood. Toward this end, we construct a kernel for the mean-field model that is defined pointwise; that is, it is a function of the value of this end, we construct a kernel for the mean-field model that is defined pointwise; that is, it is a function of the value of the measure, to target Gaussian measures. One of the earlier works on the topic of distribution control is [30], in which reducing the difference between distributions is posed as a minimization problem.

We denote the state space by \( \Omega \subseteq \mathbb{R}^d \), a measurable compact set. The Borel sigma algebra on \( \Omega \), corresponding to the standard topology on \( \mathbb{R}^d \), is denoted by \( \mathcal{B}(\Omega) \). The dimension of the set \( \Omega \) could be larger than \( d \), but we are restricting it for notational simplicity.

We denote the space of probability measures on \( \Omega \) and \( U \) by \( \mathcal{P}(\Omega) \). The Lebesgue measure on \( \mathbb{R}^d \) will be denoted by \( m \). For a measure \( \nu \) on \( \mathbb{R}^d \), \( \nu \) is said to be absolutely continuous with respect to \( m \), denoted by \( \nu \ll m \), if \( \nu(E) = 0 \) whenever \( m(E) = 0 \). In this case, there exists a function \( f : \mathbb{R}^d \to \mathbb{R} \) such that \( d\nu = f dm \); this function is called the Radon-Nikodym derivative of \( \nu \) with respect to \( m \) [26].

For a measure space \((\mathcal{X},\nu)\), we define \( L^p(\mathcal{X},\nu) \), where \( p \in [1,\infty] \), as the space \( \{f : \mathcal{X} \to \mathbb{R} : f \text{ is measurable and } \|f\|_p < \infty\} \), where \( \|f\|_p = (\int |f|^p \, d\nu)^{1/p} \).

In addition, we define \( L^\infty(\mathcal{X},\nu) = \{f : \mathcal{X} \to \mathbb{R} : f \text{ is measurable and } \|f\|_\infty < \infty\} \), where \( \|f\|_\infty = \text{ess sup}_{x \in \mathcal{X}} |f(x)| \). Where it is understood, the measure will be dropped from the notation of \( L^p \) spaces. \( C(\mathcal{X}) \) is the space of continuous functions on \( \mathcal{X} \). For a function \( f : \mathcal{X} \to \mathbb{R} \), the support of \( f \) is the closure of the set of points in \( \mathcal{X} \) where \( f \) is nonzero. The characteristic function over a set \( A \) will be denoted as \( \chi_A(\cdot) \). The Dirac measure concentrated a point \( x \) is denoted as \( \delta_x \), where \( \delta_x(A) = 1 \) if \( x \in A \) and \( \delta_x(A) = 0 \) otherwise.

For measurable spaces \( \mathcal{X} \) and \( \mathcal{Y} \) with sigma algebras \( \mathcal{M} \) and \( \mathcal{N} \), respectively, a transition kernel or Markov kernel is a map \( T : \mathcal{X} \times \mathcal{N} \to [0,1] \), where \( T(x,\cdot) \) is a measure on \( \mathcal{Y} \) for each fixed \( x \in \mathcal{X} \) and \( T(\cdot,E) \) is a Borel measurable function on \( \mathcal{X} \) for each fixed \( E \in \mathcal{N} \). The transition kernel \( T \) induces an operator \( T \nu : \mathcal{P}(\mathcal{X}) \to \mathcal{P}(\mathcal{Y}) \) as follows. For each probability measure \( \nu \) on \( \mathcal{X} \),

\[
(T\nu)(E) = \int_{\mathcal{X}} T(x,E) \, d\nu(x), \quad E \in \mathcal{N}
\]

defines a probability measure on \( \mathcal{Y} \). We will say that \( T \) is regular if there exists a function \( h \in L^\infty(\mathcal{X} \times \mathcal{Y},m \times m) \) such that for each \( x \in \mathcal{X} \), the measure \( T(x,\cdot) \) is absolutely continuous with respect to \( m \) and \( T(x,du) = h(x,u) \, du \).

The density \( h : \mathcal{X} \times \mathcal{Y} \to \mathbb{R} \) will also be called the kernel function of the transition kernel \( T \).

For a function \( F : \mathcal{X} \times \mathcal{Y} \to \mathbb{R}^d \), we define \( F_y \) as the map from \( \mathcal{Y} \to \mathbb{R}^d \) when \( x \in \mathcal{X} \) is fixed, and similarly, we define \( F_y \) as the map from \( \mathcal{X} \to \mathbb{R}^d \) when \( y \in \mathcal{Y} \) is fixed.

### II. Notation

In this section, we present notation that will be used throughout the paper. We define \( \mathbb{R}_+ := [0,\infty) \) and \( \mathbb{Z}_+ := (0,\infty) \). Similarly, we define \( \mathbb{Z}_+ \) as the set of all non-negative integers and \( \mathbb{Z}_+ \) as the set of all positive integers. Given a dimension \( d \geq 1 \), the closed ball in \( \mathbb{R}^d \) of radius \( \delta \) centered at \( x \) will be denoted by \( B_\delta(x) \). For an arbitrary set \( A \), the symbol \( |A| \) will refer to the cardinality of \( A \).

We denote the state space by \( \Omega \subseteq \mathbb{R}^d \), a measurable compact set. The Borel sigma algebra on \( \Omega \), corresponding to the standard topology on \( \mathbb{R}^d \), is denoted by \( \mathcal{B}(\Omega) \). The set of admissible control inputs and its corresponding Borel sigma algebra will be denoted by \( U \) and \( \mathcal{B}(U) \), respectively. We will assume that \( U \) is compact in \( \mathbb{R}^d \). The dimension of the set \( U \) could be larger than \( d \), but we are restricting it for notational simplicity.

### III. Problem Formulation

We now state the problem addressed in this paper. Consider a system of \( N \) agents that evolve in discrete time on the set \( \Omega \subseteq \mathbb{R}^d \). We assume that the agents are identity-free, by which we mean that they evolve independently of one another and according to the same dynamics.

We suppose that the dynamics of each agent \( k \in \{1,\ldots, N\} \) is governed by a continuous map \( F : \Omega \times U \to \mathbb{R}^d \). We assume that \( F \) is non-singular, which means that for all \( E \in \mathcal{B}(\Omega) \), \( m(F_u^{-1}(E)) = 0 \) and \( m(F_{F_x}^{-1}(E)) = 0 \) whenever \( m(E) = 0 \). We also assume that \( F(x,0) = x \). The dynamics of each agent
is then given by the following nonlinear discrete-time control system:

\[ \xi_{n+1}^k = F(\xi_n^k, u_n^k), \quad n = 0, 1, 2, \ldots \]

\[ \xi_0^k \in \Omega, \quad \xi_{n+1}^k \in \Omega, \quad (u_n^k)_{n=1}^\infty \text{ is a sequence in } U \]

where \( \xi_n^k \in \Omega \), and \((u_n^k)_{n=1}^\infty \) is a sequence in \( U \) such that \( F(\xi_n^k, u_n^k) \in \Omega \) for each \( n \in \mathbb{Z}_+ \). Let \( \xi_0^k \) be a random variable with distribution \( \mu_0 \in \mathcal{P}(\Omega) \).

The empirical distribution of the \( N \)-agent system over \( \Omega \) at time \( n \) is given by \( \frac{1}{N} \sum_{k=1}^{N} \delta_{\xi_n^k} \). Our goal is to design a feedback control law \( u_n^k = v(x_n^k) \) that redistributes the agents from their initial empirical distribution \( \frac{1}{N} \sum_{k=1}^{N} \delta_{\xi_0^k} \) to a desired empirical distribution \( \frac{1}{N} \sum_{i=1}^{N} \delta_{\xi_n^k} \) that “closely approximates” a target density \( f^d \in L^\infty(\Omega) \) as \( n \to \infty \), where \( \frac{1}{N} \sum_{i=1}^{N} \delta_{\xi_n^k} \) is a sample of the measure induced by the probability density \( f^d \). Since we assume that the agents are identity-free, we will define the control law as a function of the current empirical distribution \( \frac{1}{N} \sum_{k=1}^{N} \delta_{\xi_n^k} \) rather than the individual agent states \( \xi_n^k \). However, \( \frac{1}{N} \sum_{k=1}^{N} \delta_{\xi_n^k} \) is not a state variable of the system (1). In order to treat \( \frac{1}{N} \sum_{k=1}^{N} \delta_{\xi_n^k} \) as the state, we consider the mean-field limit of this quantity as \( N \to \infty \).

Suppose that every agent \( k \in \{1, \ldots, N\} \) uses the same control law \( u_k = v(x_n^k) \) at each time \( n \); that is, the control law is independent of the agent identity \( k \). In this case, by the law of large numbers, when \( N \to \infty \), the empirical distribution \( \frac{1}{N} \sum_{k=1}^{N} \delta_{\xi_n^k} \) converges to a deterministic quantity \( \mu_n \), which evolves according to the following forward equation,

\[ \mu_{n+1} = F^\#(\cdot, u_n)\mu_n, \quad \mu_0 \in \mathcal{P}(\Omega), \]

where \( F^\#(\cdot, u_n) : \mathcal{P}(\Omega) \to \mathcal{P}(\Omega) \) is the induced forward operator corresponding to the deterministic map \( F(\cdot, u_n) \). This operator is defined as

\[ (F^\#(\cdot, u_n)\mu_n)(E) = \mu_n(F_n^{-1}(E)) = \int \chi_E(F(x, u_n))dx \]

for each \( E \in \mathcal{B}(\Omega) \). Since we are interested in the problem of stabilizing system (2) to a given target measure \( \mu^d \) with density \( f^d \), we must determine whether there exists a sequence of feedback laws \( u_n \) such that starting from any initial measure, the system (2) converges to \( \mu^d \). In general, this problem cannot be solved using deterministic feedback laws, as was shown in [23]. Therefore, in the next section we will construct a stochastic feedback law using a state-to-control transition kernel \( K : \Omega \times \mathcal{B}(U) \to [0, 1] \). On a continuous state space, the transition kernel plays the role of the transition probability matrix on a discrete state space. That is, given that an agent is at state \( x \in \Omega \), it chooses a subset of control inputs \( W \subset U \) with probability \( K(x, W) \). We note that deterministic control laws \( v : \Omega \to U \) are a special type of stochastic control law in that \( K(x, du) = \delta_{v(x)}(\cdot) \), that is, given the state \( x \), the probability of choosing the control \( v(x) \) is 1.

To achieve our goal of redistributing agents over \( \Omega \), we will construct \( K \) to be a function of the distribution \( \mu \); this dependence will be denoted as \( K_\mu \). For \( \mu \in \mathcal{P}(\Omega) \), the transition kernel \( K_\mu \) induces a nonlinear forward Kolmogorov operator \( P_\mu : \mathcal{P}(\Omega) \to \mathcal{P}(\Omega) \), defined as

\[ (P_\mu \mu)(E) = \int_{\Omega} \int_{U} \chi_E(F(x, u))K_\mu(x, du)d\mu(x) \]

for each \( E \in \mathcal{B}(\Omega) \). The mean-field model that governs the time evolution of \( \mu_n \) can then be written as

\[ \mu_{n+1} = P\mu_n, \quad \mu_0 \in \mathcal{P}(\Omega). \]

Hence, taking the mean-field limit of the empirical distribution enables us to treat the \( N \)-agent system as a continuum, as described in the introduction.

Using \( K_\mu \), we can define a closed-loop transition kernel \( Q_\mu : \Omega \times \mathcal{B}(U) \to [0, 1] \). That is, if the Markov chain \((\xi_n^k)_{n=0}^\infty \) induces a probability measure \( \mathbb{P} \) on \( \Omega^\infty \), then an agent \( k \) evolves on \( \Omega \) according to the following conditional probability,

\[ \mathbb{P}(\xi_n^k \in E|\xi_{n-1}^k = x) = Q_\mu(x, E), \quad \text{for each } x \in \Omega \text{ and } E \in \mathcal{B}(\Omega). \]

We are now ready to state the problem that we address in this paper rigorously.

**Problem III.1.** Let \( \tilde{P}_f \) be the forward operator induced by the operator \( P \) defined in (5). Given a target distribution \( \mu^d \in \mathcal{P}(\Omega) \) with density \( f^d \in L^\infty(\Omega) \) and a non-singular continuous map \( F : \Omega \times U \to \mathbb{R}^d \), determine whether there exists a transition kernel \( Q_\mu : \Omega \times \mathcal{B}(U) \to [0, 1] \) such that:

1. Equation (6) satisfies \( \lim_{n \to \infty} \tilde{P}_f \circ \cdots \circ \tilde{P}_f \circ \tilde{P}_f \circ \tilde{P}_f \circ \tilde{P}_f \circ \tilde{P}_f \circ \tilde{P}_f = f^d \)
   for all initial measures \( f_0 \in L^1(\Omega) \), and
2. \( \tilde{P}_f \circ I = I \), where \( I \) is the identity operator.

The operator \( \tilde{P}_f \) governs the stochastic transitions of individual agents between states. Thus, the condition \( \tilde{P}_f \circ I = I \) ensures that all agents stop transitioning between states once the density \( f^d \) of the target equilibrium distribution is reached. This condition leads to a nonlinear operator \( \tilde{P}_f \) that depends on \( f \). We will address Problem III.1 in Section IV, where we show that the construction of \( \tilde{P}_f \) requires additional conditions on \( \Omega \) and \( F \).

Having proven the existence of such an operator \( \tilde{P}_f \), in Section V we will introduce the system of \( N \) agents that evolve according to the \( N \)-agent Markov process that is an approximation of the mean-field model (3). Since \( P \) (via \( Q \)) can be constructed such that \( \mu^d \) is an equilibrium of the system
(3), we observe that in simulations of the corresponding $N$-agent system, presented in Section VI, the empirical distribution $\frac{1}{N} \sum_{k=1}^{N} \delta_{x_k}$ converges to an empirical distribution that approximates $f^d$ as $n \to \infty$.

IV. STABILITY RESULT

In this section, an operator $\bar{P}$ that solves Problem III.1 will be constructed. As stated in Problem III.1, $f^d \in L^\infty(\Omega)$ is the density of the target measure. In our previous work [7], we assumed that $f^d$ is supported almost everywhere on $\Omega$; in this paper, we relax this assumption. The cost of this generality comes at the price of working with a nonlinear operator $\bar{P}$, which is also necessary to ensure that agent transitions between states stop once the equilibrium distribution is reached.

We begin by stating our assumptions.

1. We assume that $\Omega$ is a path connected, compact subset of $\mathbb{R}^d$. Path connectedness of $\Omega$ means that any two points $x, y \in \Omega$ can be connected by a path in $\Omega$, which is a continuous map $p : [0, 1] \to \Omega$ with $p(0) = x$, $p(1) = y$.

2. We also require $\Omega$ to satisfy the cone condition (Definition 4.6, [2]), which ensures that the boundary of $\Omega$ is regular enough. A domain $\mathcal{D}$ is said to satisfy the cone condition if there exists a cone $C$ such that each $x \in \Omega$ is the vertex of a cone $C_x$ that is contained in $\partial \Omega$ and congruent to $C$. Note that $C_x$ need not be obtained from $C$ by parallel translation, but simply by rigid motion.

3. We require the measures in $\mathcal{P}(\Omega)$ to be absolutely continuous w.r.t $m$. This implies that its derivative (density) w.r.t. $m$ must be in $L^1(\Omega)$.

4. The density $f^d$ of the target distribution is in $L^\infty(\Omega)$.

5. As mentioned in Section III, we require $F$ to be non-singular. Additionally, $F$ must satisfy Lusin’s property (see page 5).

6. Lastly, for the system (1) to be controllable, we need the following local controllability condition.

Definition IV.1. The system (1) is said to be one-step locally controllable if there exists $r > 0$ such that, for every $x \in \Omega$, $B_r(x) \cap \Omega \subseteq F(x, U)$.

In other words, a system is one-step locally controllable if from any given state $x \in \Omega$, the system can reach every other state (in $\Omega$) that is within a radius $r$. From here on, we will consider $r$ to be fixed as per this definition.

Let $\mu \in \mathcal{P}(\Omega)$ be such that $\mu \ll m$, and let $f_\mu$ be the derivative of $\mu$ with respect to $m$. For an arbitrary $f \in L^1(\Omega)$, define a function $a_f$ on $\Omega$ as

$$a_f(x) = \left\{ \begin{array}{ll} \frac{f(x) - f^d(x)}{f(x)} \text{ for m-a.e. } x \text{ if } f(x) - f^d(x) > 0; \\ 0 \quad \text{otherwise.} \end{array} \right. \quad (7)$$

We note that $a_f \in L^\infty(\Omega)$ with norm at most 1.

Define $k : \Omega \times U \to [0, 1]$ to be a bounded function that satisfies the following properties:

$$k(x, u) \begin{cases} > 0 & \text{for m-a.e. } x \in \Omega, u \in U \text{ st. } F(x, u) \in \Omega; \\ = 0 & \text{otherwise;} \end{cases} \quad (8)$$

$$\int_U k(x, u) \, du = 1 \text{ for m-a.e. } x \in \Omega. \quad (9)$$

Before we proceed, we must determine whether we can construct a measurable $k \in L^\infty(\Omega \times U, m \times m)$ that satisfies these properties. We note that due to the first condition (8), the integral in the second condition (9) is computed over the set $U_x := F_x^{-1}(\Omega)$. This integral can therefore be expressed as $\int_U k(x, u) \chi_{U_x}(u) \, du = 1$. Since $F_x$ is continuous, the set $U_x$ is measurable for each $x$. The following lemma can be used to construct such a measurable $k$.

Lemma IV.2. For $\forall x \in \Omega$, we have the following results:

1. There exists an $\epsilon > 0$ such that $m(U_x) > \epsilon$.

2. The map $x \mapsto m(U_x)$ is measurable.

3. The characteristic function $\chi_{U_x}(u)$ is jointly measurable in $x$ and $u$.

Proof. Result (1) is proved in Proposition V.2 of [7]. Proving this result requires the domain $\Omega$ to have a ‘smooth enough’ boundary, which is ensured by the cone condition.

To prove results (2) and (3), let $G = \{(x, u) \in \Omega \times U : F(x, u) \in \Omega \}$. $G$ is Borel measurable because $F$ is continuous in both variables. Since $\chi_G$ is a Borel measurable function, the Tonelli theorem [26] implies that $(\chi_G)_x$ is Borel measurable for each $x \in \Omega$. Since $(\chi_G)_x(u) = \chi_{U_x}(u)$, we have that $\chi_{U_x}(u)$ is a measurable function in both variables, proving result (2). Then, by the Tonelli theorem, we have that $x \mapsto \int_U (\chi_G)_x(u) \, du$ is Borel measurable. Since $(\chi_G)_x(u) = \chi_{U_x}(u)$, we have that $\int_U (\chi_G)_x(u) \, du = m(F_x^{-1}(\Omega)) = m(U_x)$. That is, $x \mapsto m(U_x)$ is Borel measurable. \(\square\)

The existence of a measurable function $k$ then trivially follows from the fact that one can set $k$ to be the uniform kernel, $k(x, u) = \frac{\chi_{U_x}}{m(U_x)}$.

Next, we define a transition kernel that depends on the current distribution $\mu$, $K_\mu : \Omega \times B(U) \to [0, 1]$. For $W \in B(U)$,

$$K_\mu(x, W) = K_\mu^1(x, W \cap U_x) + K_\mu^2,$$

where

$$K_\mu^1 = a_{f_\mu}(x) \int_W k(x, u) \, du, \quad K_\mu^2 = (1 - a_{f_\mu}(x)) \delta_0(W).$$

Recall that we have assumed that $F(x, 0) = x$. Since this kernel is a function of $a_{f_\mu}$, it depends on the density $f_\mu$. The kernel is defined such that the corresponding Markov chain stays at control 0 with probability $1 - a_{f_\mu}(x)$ and moves to a control in the set $U_x$ with probability $a_{f_\mu}(x)$, and when it moves, the distribution is given by the density $k(x, u)$. The integral term $K_\mu^1$ is regular because its kernel function $k(x, u)$ is in $L^\infty(\Omega \times U)$.

Remark IV.3. We note that the local controllability assumption, Definition IV.1, implies that there exists a measurable control $V(x) \in U$ such that $F(x, V(x)) = x$ (see Proposition V.13 in [7]). Therefore, the condition $F(x, 0) = x$ is not restrictive. However, we impose this condition here for the sake of simplicity and note that we can extend our results even when this condition is not satisfied following the steps in [7].

The proof of the next result follows from Lemma IV.2.
Lemma IV.4. The kernel \( K_\mu \) is well-defined. That is, \( K_\mu (\cdot, W) \) is a measurable function on \( \Omega \) for each fixed \( W \in \mathcal{B}(U) \) and \( K_\mu (x, \cdot) \) is a probability measure on \( U \) for each fixed \( x \in \Omega \).

Using \( K_\mu \), we define a closed-loop kernel \( Q_\mu : \Omega \times \mathcal{B}(\Omega) \to [0, 1] \). The subscript \( \mu \) in \( Q_\mu \) is included to indicate that \( Q_\mu \) is a function of \( \mu \), due to the dependence of \( K_\mu \) on \( \mu \). For \( E \in \mathcal{B}(\Omega) \),

\[
Q_\mu(x,E) = \int_U \chi_E(F(x,u))K_\mu(x,du)
\]

Due to the properties of \( Q_\mu \) (Lemma IV.5), we immediately have the following lemma.

Lemma IV.6. Operator \( P_\mu \) preserves \( \mathcal{P}(\Omega) \), and furthermore, it preserves absolutely continuous measures.

By restricting \( P_\mu \) to those measures that are absolutely continuous w.r.t. \( m \), that is, measures that have \( L^1 \) densities, we can define \( \tilde{P}_f \) as follows:

\[
\tilde{P}_f(E) = \int_E f(y)dy,
\]

for \( f \in L^1(\Omega) \). For \( f \in L^1(\Omega) \),

\[
(P_\mu f)(E) = \int_E \int_{\Omega} a_f(x)(y)\chi_{E}(y)\mu(dy) dx + \int_E (1 - a_f(x))\mu(dx)
\]

Applying Fubini's theorem [26] to the equation above, we obtain an expression for an operator \( \tilde{P} \) defined on \( L^1(\Omega) \) as follows.

Next, we define a nonlinear operator \( P_\mu : \mathcal{P}(\Omega) \to \mathcal{P}(\Omega) \) in terms of \( Q_\mu \) as follows:

\[
(P_\mu)(E) = \int_{\Omega} Q_\mu(x,E)d\mu(x)
\]

Lemma IV.5. The kernel \( Q_\mu \) is well-defined; that is, \( Q_\mu(\cdot, E) \) is a measurable function on \( \Omega \) for each \( E \in \mathcal{B}(\Omega) \) and \( Q_\mu(x, \cdot) \) is a probability measure on \( \Omega \) for each \( x \in \Omega \). Further, if \( F \) satisfies Lusin's property, then \( Q_\mu \) is regular.

Proof. The proof that \( Q_\mu \) is well-defined is similar to the proof that \( K \) is well-defined (Lemma IV.4). To prove that \( Q_\mu \) is regular, we first require that \( Q_\mu(x, \cdot) \ll m \) for every \( x \). Indeed, if \( E \in \mathcal{B}(\Omega) \) is such that \( m(E) = 0 \), then due to the non-singularity of \( F \) with respect to both variables \( x \) and \( u \), we have that \( (m \times m)(F^{-1}(E)) = 0 \). Therefore, for \( x \in \Omega, u \in U \), we have that \( \chi_{\Omega}(F(x,u)) = \chi_{F^{-1}(\Omega)}(x,u) = 0 \) in the integral that defines \( Q_\mu \). Hence, \( Q_\mu(x, E) = 0 \).

The proof that \( Q_\mu \) is a kernel function \( q \in L^\infty(\Omega \times \Omega) \) is given in Proposition IV.4 of [7].

Next, we define a nonlinear operator \( P_\mu : \mathcal{P}(\Omega) \to \mathcal{P}(\Omega) \) in terms of \( Q_\mu \) as follows:

\[
(P_\mu f)(E) = \int_{\Omega} Q_\mu(x,E)f(dy)
\]

for \( f \in L^1(\Omega) \), i.e. \( P_\mu f \) is well-defined. Moreover, \( P_\mu f \) preserves probability densities; in other words, it is a Markov operator [32].

The second result above is a consequence of Proposition II.4.7 of [15], detailed in Proposition IV.4 of [7]. We will require this result in Section V.

Note that for each fixed \( f \), \( P_\mu f \) is a linear operator. The next result will be used in Section V. In the following result, \( \mathbb{B}(L^2(\Omega)) \) stands for the set of bounded linear operators on \( L^2(\Omega) \).

Lemma IV.8. The map from \( L^2(\Omega) \to \mathbb{B}(L^2(\Omega)) \), defined as \( f \mapsto P_f \), is uniformly bounded; that is, for every \( f \in L^2(\Omega) \), \( \|P_f\| \leq C \) for some \( C > 0 \). Moreover, this result also holds true for \( \tilde{P}_f \) as an operator on \( L^1(\Omega) \).

Proof. This follows from the fact that \( \tilde{P}_f \) depends on \( f \) through the \( a_f \) function, which is in \( L^\infty \) for any \( f \in L^1(\Omega) \).
or $L^2(\Omega)$. An application of Theorem 6.18 in [26] then proves the result for $P_1^n$. The result holds true trivially for $P_2^n$, since it is a multiplication operator.

Clearly, the operator $P_f$ satisfies $P_f f^d = f^d$. Further, note that $P_f$ is constructed to satisfy $P_f 1 = 1$, in order to ensure that all agents stop transitioning between states when the target density $f^d$ is reached.

Next, we will show that $f^d$ is a globally asymptotically stable equilibrium of system (6).

**Theorem IV.9.** For the system (6), $f^d$ is globally asymptotically stable in the $L^1(\Omega,m)$ norm.

For the proof of this theorem, we need the following lemma.

**Lemma IV.10.** At any given time $n$, if $y \in \Omega$ is such that $f_n(y) < f^d(y)$, then $f_{n+1}(y)$ monotonically increases with $n$.

**Proof.** Consider the case when for some $y \in \Omega$, $f_n(y) > f^d(y)$. Then, it follows that $a_{f_n}(y) > 0$. Expression (15) then becomes:

$$\bar{P}_f f_n(y) = \int_{\Omega} a_{f_n}(x) k(x,y) f_n(x) \, dx + f^d(y).$$

The first term in the equation above is non-negative. Therefore, one of the following conditions must be true:

$$f_{n+1}(y) \geq f_n(y) > f^d(y);$$

$$f_n(y) > f_{n+1}(y) \geq f^d(y).$$ (16)

Consequently, it is not possible that $f_{n+1}(y) < f^d(y)$ for any value of $n$. Next, consider the case when $y \in \Omega$ is such that $f_n(y) \leq f^d(y)$. In this case, $a_{f_n}(y) = 0$. Expression (15) then reduces to:

$$\bar{P}_f f_n(y) = \int_{\Omega} a_{f_n}(x) k(x,y) f_n(x) \, dx + f_n(y).$$ (17)

Similar to the previous case, given that the first term in the equation above is non-negative, one of the following conditions must be true:

$$f_{n+1}(y) \geq f^d(y) > f_n(y);$$

$$f^d(y) > f_{n+1}(y) \geq f_n(y).$$ (18)

Therefore, in this case, we observe that $f_{n+1}(y)$ monotonically increases with $n$.

Define the sets

$$E_n^1 = \{ y \in \Omega : f_n(y) < f^d(y) \},$$

$$E_n^2 = \{ y \in \Omega : f_n(y) = f^d(y) \},$$

$$E_n^3 = \{ y \in \Omega : f_n(y) > f^d(y) \}.$$

We note that $\Omega = E_n^1 \sqcup E_n^2 \sqcup E_n^3$, where $\sqcup$ denotes a disjoint union.

We can now state the proof of Theorem IV.9. The proof employs an argument by contradiction that if the density $f_n$ converges to a function other than $f^d$, then the measure $\mu_n$ is pushed from sets where its density $f_n$ is greater than $f^d$ to sets where $f_n < f^d$. This is straightforward to conclude from the definitions of the transition kernels $K_n$ and $Q_n^\ast$, however, to prove the convergence of $f_n$ to $f^d$, it is necessary to precisely quantify the measure that is pushed during each time step, which is computed in the proof.

**Proof of Theorem IV.9.** By construction, for any $n$ we have that $\Omega = E_n^1 \sqcup E_n^2 \sqcup E_n^3$, moreover, these sets do not intersect one another. We also have that each $f_n$ is a probability density on $\Omega$, and hence must integrate to 1 over $E_n^1 \sqcup E_n^2 \sqcup E_n^3$. By definition, on $E_n^2$, $f_n = f^d$. Therefore, to prove this result, it is sufficient to show that on the set $E_n^3$, $\| f_n - f^d \|_1 \to 0$ as $n \to \infty$, as this would imply that on $\Omega$, $\| f_n - f^d \|_1 \to 0$ as $n \to \infty$.

On $E_n^3$, by (18), we have that $f_{n+1} \geq f_n$, and hence that $f_n - f^d \geq f^d - f_{n+1}$. Set $F_n = (f^d - f_n)^+$, where for an arbitrary function $h : \mathbb{R}^d \to \mathbb{R}$, $h^+$ denotes the positive part of $h$. Then $F_n$ is monotonically decreasing on $\Omega$. The sequence $(F_n)_n$ is bounded, and monotonically decreasing, which implies that $F_n$ converges pointwise to a function, say $g$.

By the monotone convergence theorem [26], we then have that $\int_\Omega F_n \to \int_\Omega g$. If $g = 0$, then we have our result. If $g \neq 0$, then since $f_n$ is a probability density on $\Omega$, $\int_\Omega F_n \to \int_\Omega g$ implies that $\int_\Omega (f_n - f^d)^+ \to 0$. We will now prove by contradiction that $g$ is in fact 0.

We suppose that $g \neq 0$. Let $\int_\Omega g \geq \gamma$, where $\gamma > 0$. Define $S = \{ x \in \Omega : g(x) > 0 \}$. We note that the definition of $S$ is independent of time. Given the conditions in (16) and (18), it follows that $E_n^3 \supset E_{n+1}^3$ for all $n$. Due to the convergence of $F_n$ to $g$, we must have that for all $n$, $S \subset E_n^3$. Moreover, $\lim_{n \to \infty} m(E_n^3) \to m(S)$. Note that,

$$\int_S f^d(x) - f_n(x) \, dx \geq \int_S g(x) \, dx > \gamma. \quad (19)$$

Since $\Omega$ is compact, $\Omega$ can be covered by $M$ (finite) number of balls of radius $\varepsilon$, where $4 \varepsilon < r$. That is, $\Omega \subset \bigcup_{i=1}^M B_{\varepsilon}(x_i)$ for some $x_i \in \Omega$. We will denote $B_c(x_i) \cap \Omega$ by $B(x_i)$. Choose a ball $B(x_j)$ from this cover that intersects both $E_n^3$ and $(E_n^3)^c$.

Then,

$$m(B(x_j)) = m(B(x_j) \cap S) + m(B(x_j) \cap (E_n^3 \setminus S)) + m(B(x_j) \cap (E_n^3)^c). \quad (20)$$

Let $m(B(x_j) \cap S) \geq \epsilon_0$, for some $\epsilon_0 > 0$. If $m(B(x_j) \cap (E_n^3)^c) = 0$ at the current time $n$, then we look for a large enough time $T \in \mathbb{Z}_+$ such that $m(E_T^3 \setminus S) \leq \epsilon_1 << \epsilon_0$. At times $n \geq T$, (20) shows that $m(B(x_j) \cap (E_n^3)^c) > 0$, ensuring the existence of at least one ball from the cover that has intersections of positive measure with both $S$ and $(E_n^3)^c$.

Next, let $J = \{1, \ldots, M\}$ and define the following sets:

$$N_1 = \bigcup_{i \in J} B(x_i),$$

$$N_k = \bigcup_{i \in J \setminus \{k-1\}} B(x_i) \setminus N_{k-1}, \quad k > 1.$$}

Let $n > T$. If $\int_{N_1 \cap (E_n^3)}^\ast f_n - f^d$ is not tending to 0 with increasing $n$, then we must have that $\int_{N_1 \cap (E_n^3)}^\ast f_n - f^d \geq \delta$ infinitely often (i.o), for some $\delta > 0$. Moreover, each time the
integral exceeds $\delta$, the measure that is pushed from $N_1 \cap (E_n^1)^c$ to $S$ can be quantified as

$$
\int_{N_1 \cap (E_n^1)^c} Q^1_{\mu_n}(x, S) d\mu_n(x)
= \int_{N_1 \cap (E_n^1)^c} \int_S a_f(x)(q(x,y)dy f_n(x)dx
= \int_{N_1 \cap (E_n^1)^c} (f_n(x) - f^d(x)) \int_S q(x,y)dy dx
= C_1 \int_{N_1 \cap (E_n^1)^c} f_n(x) - f^d(x)dx,
$$

where the constant $C_1$ in the last expression is $\int_S q(x,y)dy$. Therefore, the measure that gets pushed onto $S$ from $N_1 \cap (E_n^1)^c$ is $C_1 \delta$ at every time $n$ when $\int_{N_1 \cap (E_n^1)^c} f_n - f^d \geq \delta$.

Let $\{t_n\}_n$ be a sequence in $\mathbb{Z}_+$ of all such times $n$, with $t_0 > T$. When the integral exceeds $\delta$, we have that

$$
\int_S f_{n+1}(x)dx = \int_S f_n(x)dx + C_1 \delta.
$$

Consequently, for each $t_n$ we have,

$$
\int_S f_n(x)dx = \int_S f_n(x)dx + C_1 n \delta,
$$

which implies that

$$
\int_S f^d(x) - f_n(x)dx = \int_S f^d(x) - f_n(x)dx - C_1 n \delta.
$$

As $n \to \infty$, the integral on the right-hand side of the equation above tends to $-\infty$, contradicting the fact that this integral is an upper bound on the integral of $g$ over $S$, as per (19). Thus, we must have that $\int_{N_1 \cap (E_n^1)^c} f_n - f^d \to 0$ as $n \to \infty$.

We will now use an induction argument to show that $\int_{(E_1^1)^c} f_n - f^d \to 0$. We have just shown that this was true for the neighborhood of $S$ given by $N_1 \cap (E_n^1)^c$. We assume that $\int_{N_1 \cap (E_n^1)^c} f_n - f^d \to 0$ for some $k > 1$. We will prove that this also holds true for $N_{k+1} \cap (E_n^1)^c$.

Suppose that it is not true; then, $\int_{N_{k+1} \cap (E_n^1)^c} f_n - f^d \geq \delta_1 i.o$ for some $\delta_1 > 0$. Again, denote the sequence of times when this happens by $\{t_n\}_n$. By construction, $N_{k+1}$ does not intersect $S$; however, $N_{k+1}$ may intersect $E_n^1$ (possibly a subset of $N_k$), to which it can push measure. We now demonstrate that $N_{k+1}$ pushes most of its measure to $N_k \cap (E_n^1)^c$. We have established that for any $n \geq T$, $m(N_k \cap E_n^1) \leq m(E_n^1 \setminus S) \leq \epsilon_1$, which is arbitrarily small. Hence, $m(N_k \cap E_n^1)$ must be arbitrarily small, and therefore $m(N_k \cap (E_n^1)^c)$ must have positive measure. Consequently, we have that

$$
\int_{N_{k+1} \cap (E_n^1)^c} Q^1_{\mu_n}(x, N_k \cap (E_n^1)^c)d\mu_n(x)
= \int_{N_{k+1} \cap (E_n^1)^c} (f_n(x) - f^d(x)) \int_{N_k \cap (E_n^1)^c} q(x,y)dy dx
= C_k \int_{N_{k+1} \cap (E_n^1)^c} (f_n(x) - f^d(x)) dx,
$$

where $C_k = \int_{N_1 \cap (E_n^1)^c} q(x,y)dy$. That is, the measure pushed from $N_{k+1} \cap (E_n^1)^c$ to $N_k \cap (E_n^1)^c$ is $C_k \delta_1$ for every $t_n$. Using similar arguments, we can conclude that $\int_{N_{k+1} \cap (E_n^1)^c} f_n - f^d \to 0$ as $n \to \infty$. Since $\Omega$ is compact, this process of induction must stop at a finite $k$. Therefore, we have that $\int_{(E_1^1)^c} f_n - f^d \to 0$, and consequently, $g = 0$, proving that $f^d$ is globally attractive. Since $f^d - f_n$ is strictly decreasing on the set $E_n^1$ and $\int f_1 = 1$ for all $n$, we can conclude that, in fact, the equilibrium distribution $f^d$ is stable in the sense of Lyapunov. This concludes the proof. □

V. THE $N$-AGENT SYSTEM

In this section, we will define the microscopic description of the system, i.e., the model of individual agents’ state transitions, and study how it relates to the macroscopic or mean-field model (3). The following mathematical definitions are adapted from [16].

Consider a population of $N$ agents evolving on the state space $\Omega$. Let the state of each agent $k$ at time $n$ be given by the random variable $\xi^k_n \in \Omega$, $k = \{1, \ldots, N\}$. Each agent transitions between states on $\Omega$ according to the transition kernel $Q_n$, defined in (12). The $N$-agent system can therefore be described as a Markov chain $\xi_n = (\xi^1_n, \ldots, \xi^N_n)$ with state space $\Omega^N$. To a measure $\nu \in P(\Omega)$, we associate a measure $\nu^{\otimes N} = \nu \times \cdots \times \nu \in P(\Omega^N)$. The empirical measure $m(x)$ associated with the point $x = (x^1, \ldots, x^N) \in \Omega^N$, where each entry $x^k$ is the state of agent $k$, is given by a normalized sum of Dirac measures associated with each agent,

$$
m(x) = \frac{1}{N} \sum_{k=1}^N \delta_{x^k}.
$$

The corresponding Markov process $(\xi_n)_n$ on $(\Omega^N, \mathcal{F}_n, \mathbf{P})$ is defined by

$$
\mathbf{P}(\xi_0 \in dx) = \mu_0^{\otimes N}(dx),
\mathbf{P}(\xi_n \in dx | \xi_{n-1} = z) = (P_n m(z))^{\otimes N}(dx),
$$

where $dz = dx^1 \times \cdots \times dx^N$ and $P_n$ is as defined in (14). However, unlike (14) $m$ does not have a density, therefore $m$ must be converted to an absolutely continuous measure so that the operator $P_n$ makes sense, we will do so later in this section. At time $n = 0$, the $N$-agent system can be modeled as $N$ independent random variables $\xi^1_0, \ldots, \xi^N_0$ with common distribution $\mu_0$. At time $n \geq 1$, define $\mu_n^N := m(\xi_n)$. Then, $\mu_n^N$ is evaluated as

$$
\mu_{n+1}^N = P_n m(\xi_n).
$$

Thus, from the equation above, at time $n$ the $N$-agent system is modeled as $N$ random variables $\xi^1_n, \ldots, \xi^N_n$ that are conditional on $\xi^{n-1}$ and distributed according to $P_n m(\xi_{n-1})$. The agents’ states are therefore not independent of one another; their distribution is dependent on the system configuration at time $n - 1$. Although the evolution of each agent’s state is not Markovian, the distribution of the $N$-agent system evolves according to an interacting Markov chain. At time $n = 0$, $\mu_0^N \to \mu_0$ as $N \to \infty$. At times $n \geq 1$, due to the aforementioned interaction between agents, the law of large numbers does not apply. Thus, another method must be used to establish the limit $\lim_{n \to \infty} \frac{N}{N^2} \mu_n^N$ where $\mu_n$ evolves according to (3). This limit is called the mean-field limit. The work [16]
proved this limit for systems of the form (3) in which the right-hand side is continuous. In [31], this limit is referred to as the dynamic law of large numbers; it is proven for Markov processes whose evolution is governed by a partial differential equation (PDE). A comprehensive survey of mean-field approximations of both discrete-time and continuous-time Markov chains is given in [11].

Since the empirical measure \( m \) is a sum of Dirac measures, it is not absolutely continuous with respect to the Lebesgue measure. We will “mollify” the Dirac measures in order to be able to use results from the previous section and to apply the operators \( P_{f} \) and \( P_{\nu} \) defined in (14) and (15), respectively, to absolutely continuous measures. Mathematically, this means that the measure \( m \) is convolved with a smooth function \( \phi : \mathbb{R}^{d} \to \mathbb{R} \), a mollifier, to obtain a smooth function (density). The convolution of \( m \) and \( \phi \) is carried out as

\[
\phi * m = \int \phi(x)dm = \frac{1}{N} \sum_{i=1}^{N} \phi(x - x^{k}). \tag{24}
\]

The result of this convolution is a sum of smooth functions, which is smooth. Loosely speaking, this convolution replaces each Dirac measure by a measure with smooth density \( \phi \). We can now apply \( P_{f} \) and \( P_{\nu} \) to the right-hand side of this equation. In our simulations, we have defined \( \phi \) as the standard bump function with a compact support:

\[
\phi(x) = \begin{cases} 
e^{-\frac{1}{1-\|x\|^2}}, & x \in (-1,1) \setminus \{0\} \\ 0, & \text{otherwise.} \end{cases} \tag{25}
\]

To change the support of \( \phi \), we define a function \( \phi_{h} \) on \( \mathbb{R}^{d} \) for some \( h > 0 \) as follows [26]:

\[
\phi_{h}(x) = h^{-d} \phi\left(\frac{x}{h}\right). \tag{26}
\]

Note that \( \int \phi_{h} = 1 \), which is independent of \( h \). Moreover, the “mass” of \( \phi_{h} \) becomes concentrated at the origin as \( h \to 0 \); that is, \( \phi_{h} \) tends to a Dirac measure as \( h \to 0 \). Figure 1 shows a visualization of two bump functions with \( h = 0.1 \) and one with \( h = 0.05 \). Since the integral of all bump functions is 1, to compensate for the decrease in \( h \), the peak of the bump function with \( h = 0.05 \) is significantly higher than the peaks of the functions with \( h = 0.1 \).

The introduction of the mollifier also has implications for the implementation of the \( N \)-agent system in practice. For an agent with state \( x \), given a distribution \( f \), the transition kernel \( K_{\mu} \) in (10) is defined such that it requires pointwise evaluation of the function \( f(x) \) in the term \( \alpha_{f} = (f - f^{d})/f \) from (7). However, to evaluate the density \( \phi \) at its state \( x \) using (24), the agent must know the states \( x_{i} \) of all other agents whose states are within a distance \( h \) of its own. For example, if the agents’ states are their positions in space, mollification of the empirical measure implies that each agent must estimate the density \( \phi \) in (24) based on its relative distance to all agents that are located within a neighborhood whose size is determined by the parameter \( h \). As \( h \to 0 \), this neighborhood shrinks, and the density tends to the Dirac measure, which is singular. Note that here, we assume ideal sensing in order to simplify the analysis. More realistic descriptions of the \( N \)-agent system should include models of sensor noise.

In order to derive the macroscopic (mean-field) model from the microscopic description of the system, i.e., the dynamics of \( N \) individual agents, one typically needs to take the mean-field limit, as described earlier in this section. Since we have introduced the mollifier, a second limit needs to be proven as well. Both limits are defined below.

1) \( N \to \infty \): We now introduce a measure \( \mu_{n}^{h} \) that evolves according to the deterministic difference equation

\[
\mu_{n+1}^{h} = P_{x_{n} + \mu_{n}^{h}} \phi_{h} \cdot \mu_{n}^{h} \in \mathcal{P}(\Omega). \tag{27}
\]

Due to the introduction of the mollifier, we expect the \( N \)-agent system (23) to converge to the system above, which is different from (3). That is,

\[
\mu_{n}^{N} \to \mu_{n}^{h} \quad \text{as} \quad N \to \infty.
\]

This limit is usually proven in the weak topology and can be established for discrete-time systems using results from [16]. Applying these results requires proving that the right-hand side of (3) is continuous in the weak topology, which is significantly challenging for our system. Thus, we will reserve this investigation for future work.

2) \( h \to 0 \): The second limit proves that the solution of (27) converges to the solution of (3); that is, for all \( n \in \mathbb{Z}_{+} \),

\[
\mu_{n}^{h} \to \mu_{n} \quad \text{as} \quad h \to 0. \tag{28}
\]

We shall prove this convergence in the \( L^{1}(\cdot) \) norm in the next subsection.

**A. The limit as \( h \to 0 \)**

We prove the limit (28) for a dense subset of \( L^{1}(\Omega) \); specifically, we consider distributions \( \mu \in \mathcal{P}(\Omega) \) that have \( L^{2}(\Omega) \) densities. Moreover, we require \( f^{d} \) to be bounded from below a.e. on \( \Omega \).

Let \( \mu_{0} \equiv m \) with density \( f_{0} \in L^{2}(\Omega) \). In Proposition IV.7, we proved that \( P_{f} \) preserves \( L^{2}(\Omega) \); that is, \( f_{n} = P_{f_{n-1}} \circ \ldots \circ P_{f_{0}} \);
Suppose the initial condition $f_0$ be in $L^2(\Omega)$. Let $f^n$ and $f_0$ be solutions of (29) and (6), respectively. If $f^d$ is bounded from below a.e. on $\Omega$, then

$$\|f_n - f_0\|_1 \to 0$$

for any $n \in \mathbb{Z}_+$.

To prove this result, we need the following proposition, whose proof is given in the Appendix.

**Proposition V.2.** Let $g \in L^2(\Omega)$. If $f^d$ is bounded from below a.e. on $\Omega$, then we have the following convergence results:

1) For $f \in L^2(\Omega)$,

$$\|\tilde{P}_{\phi_n} f - \tilde{P}_f g\|_1 \xrightarrow{h \to 0} 0$$

2) If $f_i \xrightarrow{i \to \infty} f$ in the $L^1(\Omega)$ norm, then

$$\|\tilde{P}_f g - \tilde{P}_f f\|_1 \xrightarrow{i \to \infty} 0$$

We can now prove Theorem V.1.

**Proof of Theorem V.1.** To prove this result, we will use an induction argument. For $n = 1$, we have that

$$f^n_1 = \tilde{P}_{\phi_1} f_0, \quad f_1 = \tilde{P}_{f_0} f_0.$$  

Then, by statement (1) of Proposition V.2, $\|f^n_1 - f_1\|_1 = \|\tilde{P}_{\phi_1} f_0 - \tilde{P}_{f_0} f_0\|_1 \to 0$ as $h \to 0$. Assume that this is true for some $n > 1$; i.e., $\|f^n - f_0\|_1 \to 0$ as $h \to 0$. We will show that this limit holds true for $n + 1$ using the following computation:

$$\|f^n_{n+1} - f_{n+1}\|_1 = \|\tilde{P}_{\phi_n} f^n_n - \tilde{P}_{f_n} f_n\|_1 = \|\tilde{P}_{\phi_n} f^n_n - \tilde{P}_{f_n} f^n_n + \tilde{P}_{f_n} f^n_n - \tilde{P}_{f_n} f_n\|_1$$

The bracket $(f^n - f_n)$ in the second term converges to 0 as $h \to 0$ due to our assumption. Considering the first term, we observe that:

$$\lim_{f^n \to f_0} \lim_{h \to 0} \tilde{P}_{\phi_n} f^n_0 = \tilde{P}_f f_0.$$  

This follows from the fact that the inner limit tends to $\tilde{P}_f f_0$ by statement (1) of Proposition V.2, and the outer limit $\lim_{h \to 0} \tilde{P}_{\phi_n} f^n_0$ tends to $\tilde{P}_f f_0$ by statement (2) of Proposition V.2. Therefore, the bracket $\tilde{P}_{\phi_n} f^n_0 - \tilde{P}_f f_0$ in the first term tends to 0 as $h \to 0$, and hence we have our result. \hfill \square

## VI. Simulations

In this section, we present numerical solutions of the mean-field model (3) and simulations of the corresponding $N$-agent system. We provide verification via these simulations that as $N \to \infty$, the simulations of the $N$-agent system (stochastic simulations) approach the solution of the deterministic system (3).

In the example below, we define the agent state space $\Omega \subset \mathbb{R}^2$ as the unit square $[0, 1] \times [0, 1]$, representing a physical domain in which the agents move. The target distribution, shown in Fig. 2, is set to $f^d = \sin^2(2\pi x_1) + \sin^2(2\pi x_2)$, where $[x_1, x_2]^T \in \Omega$. The initial distribution is set to the Dirac measure at $(0, 0)$. We consider a nonlinear vector field $F$ in system (1) that represents a unicycle model:

$$x_{n+1} = x_n + u_n \cos(u_n^2),$$

$$x_{n+1} = x_n + u_n \sin(u_n^2).$$  

Here, $x_n = [x_n^1, x_n^2]^T \in \Omega$ and $u_n = [u_n^1, u_n^2]^T \in U$. The set of control inputs is defined as $U = [0, 0.1] \times [0, 2\pi]$. This map $F$ satisfies all the required conditions stated in Section IV.

To simulate the mean-field model (6), we need to discretize both $\Omega$ and $U$. The set $\Omega$ is partitioned into $n_x \in \mathbb{Z}_+$ sets, $\Omega = \{\Omega_1, \ldots, \Omega_n\}$, where $\Omega = \bigcup_{i=1}^n \Omega_i$ and the sets $\Omega_i$ have intersections of zero Lebesgue measure. The set of control inputs $U$ is approximated as a set of $n_x \in \mathbb{Z}_+$ discrete elements, $U = \{v_1, \ldots, v_{n_x}\}$, where $v_i \in U$ for each $i$. Define index sets $\mathcal{I} = \{1, \ldots, n_x\}$ and $\mathcal{J} = \{1, \ldots, n_x\}$. Using these definitions, we construct an approximating controlled Markov chain on the finite state space $\mathcal{I}$. For $i \in \mathcal{I}$, when the system state is in the set $\Omega_i$, we will consider the state of this Markov chain to be $i$. We use a modified version of Ulam’s method [18] to construct this approximation. In the uncontrolled setting, Ulam’s method is a classical technique for constructing approximations of the pushforward map (Perron-Frobenius operators) induced by dynamical systems. Let $p_{ij}^f$ denote the probability of the system state being in the set $\Omega_j$ in the next time step, given that the system state is uniformly randomly distributed over the set $\Omega_i$ and the selected control input is $v_i$. To obtain $p_{ij}^f$ via the modified Ulam’s method, we assume that a fixed number of agents, say $M$, are uniformly distributed over $\Omega_i$. For each agent $m \in \{1, \ldots, M\}$ with state $x_m \in \Omega_i$, we compute $F(x_m, v_i)$. Then, we define the transition probabilities of the approximating controlled Markov chain as follows:

$$p_{ij}^f = \begin{bmatrix} \{y \in \Omega_j : x_m = F_i^{-1}(y), \ m = 1, \ldots, M\} \\ \{y \in \Omega : x_m = F_i^{-1}(y), \ m = 1, \ldots, M\} \end{bmatrix},$$

where $F_i(\cdot) = F(\cdot, v_i)$. We next define an equivalent of the state-to-control transition kernel $K$. Let $\tilde{k}_{il}$ be the probability of choosing the control variable $v_l$ given that the system state $x_m$ is in $\Omega_i$. We set $\tilde{k}_{il} > 0$ if for some $m$, $F(x_m, v_l) \in \Omega_i$, while ensuring that $\tilde{k}_{il}$ is a probability.

We now define the discretization of the mean-field model (3). Let $\mu \in \mathcal{P}(\Omega)$ and $j \in \mathcal{I}$, and let $\mu^d$ be the discretization of $f^d$ on $\Omega$. Let $P \in \mathbb{R}^{n_x \times n_x}$ be the discretization of the
operator \( P_\mu \) defined in (14). Then the discretization of system (3) is given by:

\[
\mu_{n+1} = P_\mu \mu_n, \quad \text{for } n = 0, 1, 2, \ldots
\]

\[
P_\mu(j) = \sum_{i \in \mathcal{I}} a_\mu(i) \sum_{l \in \mathcal{J}} \tilde{k}_{il} p_{lji} \mu(i) + (1 - a_\mu(j)) \mu(j),
\]

where \( a_\mu(i) = (\mu(i) - \mu^d(i))/\mu(i) \) if \( \mu(i) - \mu^d(i) > 0 \), and \( a_\mu(i) = 0 \) otherwise. Figure 3 shows snapshots of the simulation of this system at several times.

Algorithm 1 Simulation of \( N \) agents

1: **Input:** \( \Omega, U, k, F, N, f^d, h, T_f \)
2: **Initialize** \( n = 0, a^k = 0, x_0^k \in \Omega \) for all \( k = 1, \ldots, N \)
3: **while** \( n \leq T_f \) **do**
4:  **for** \( k = 1 : N \) **do**
5:     \( y = x_n^k \) \( \triangleright \) Current location of agent \( k \)
6:     \( s = 0 \)
7:     **for** all \( j \in \mathcal{N}(k) \) **do**
8:         \( z = x_n^j \)
9:         \( s = s + \text{PHI}(y, z, h) \)
10:     **end for**
11:     \( f_n(y) = \frac{1}{|\mathcal{N}(k)|} s \)
12:     **if** \( f_n(y) > f^d(y) \) **then**
13:         \( a^k = \frac{f_n(y) - f^d(y)}{f^d(y)} \)
14:     **end if**
15:     **if** \( a^k > 0 \) **then**
16:         Draw \( v \) uniformly from \( (0, 1) \)
17:         **if** \( v \leq a^k \) **then**
18:             Draw \( u \sim k(y, \cdot) \) from \( U \)
19:             \( y = F(y, u) \)
20:         **end if**
21:     **end if**
22:     \( x_{n+1}^k = y \)
23: **end for**
24: \( n = n + 1 \)
25: **end while**

26: **function** PHI\((y, z, h)\)
27: \( d = ||y - z||_2 \)
28: **if** \( d \neq 0 \) **then**
29:     \( \Phi = \frac{1}{h^2} \exp \left( \frac{-1}{1 - (d/h)^2} \right) \)
30: **end if**
31: **return** \( \Phi \)
32: **end function**

Algorithm 1 presents the pseudocode that simulates the evolution of agents over a domain \( \Omega \) with a control set \( U \), until a specified final time \( T_f \). An agent considers another agent to be its neighbor if their relative distance is less than \( h \), the parameter of the bump function \( \phi_h \) described in the previous section. We denote the set of neighbors of agent \( k \) at any given time by \( \mathcal{N}(k) \). At every time step, each agent computes the value of the bump function based on the relative distances of its neighbors. Note that \( C \) in Line 31 is a normalizing constant which is chosen to ensure that \( \Phi \) is a probability density.

Figures 4-7 show snapshots of the \( N \)-agent simulation for agent population sizes of \( N = 100, 500, \) and 1000, with \( h = 0.1 \) in the first three figures and 0.05 in the last figure.

We first investigate the effect of increasing \( N \) while keeping \( h \) fixed on the time evolution of the simulated \( N \)-agent system. Figure 3 shows that as time \( n \) increases, the mean-field model indeed converges asymptotically to the target distribution in Fig. 2. We observe that the convergence slows down significantly after time \( n = 500 \). Following our discussion in Section V, we expect the stochastic simulations of the \( N \)-agent system to converge to the discretization of system (27) in the limit \( N \to \infty \). Although system (27) is different from the system (3), note that the solutions of the two systems (3) and (27) converge in the limit \( h \to 0 \). The snapshots in Figs. 4-6 show that as the population size \( N \) is increased with a fixed value of \( h \), the agent distribution in the \( N \)-agent simulation approximates the solution of system (31), plotted in Fig. 3. In all three figures, the agent distribution converges to a discrete approximation of the continuous target distribution.

Next, we study the effect of \( N \) on the frequency of agent state transitions. For each of the \( N \)-agent simulations shown in Figs. 4-7, Figs. 8a-8d plot the time evolution of the \( 2 \)-norm of five randomly selected agents’ states. Figs. 8a-8c show that the agents’ frequency of state transitions significantly decreases with increasing \( N \); the agents eventually stop transitioning between states (i.e., stop moving) for both \( N = 500 \) and \( N = 1000 \). This trend can be attributed to our approximation of a continuous distribution by a discrete function representing the state of the \( N \)-agent system. For low values of \( N \), the resulting coarse discretization of \( f^d \) might yield an operator \( \tilde{P}_{\phi_h \ast \mu^d} \) that is not a sufficiently accurate approximation of \( P_{f^d} = I \), the condition that stops agent state transitions. Higher values of \( N \) produce a finer discretization of \( f^d \), which improves the accuracy of the approximation of \( \tilde{P}_{f^d} = I \). This validates our claim that control policies designed for the mean-field model can be implemented on a population of individual agents to achieve a target distribution, as long as this population is sufficiently large.

Finally, we investigate the effect of changing \( h \) while keeping \( N \) fixed. Similar to the agent distribution in Fig. 6 (\( h = 0.1 \)), the agent distribution in Fig. 7 (\( h = 0.05 \)) approaches the solution of (31) shown in Fig. 3 as \( N \) increases. However, the relative closeness of the distributions in Figs. 6
Fig. 3. Snapshots of the simulation of system (31) at several times $n$.

Fig. 4. Snapshots of a stochastic simulation of $N = 100$ agents, with $h = 0.1$, at several times $n$.

Fig. 5. Snapshots of a stochastic simulation of $N = 500$ agents, with $h = 0.1$, at several times $n$.

Fig. 6. Snapshots of a stochastic simulation of $N = 1000$ agents, with $h = 0.1$, at several times $n$.

Fig. 7. Snapshots of a stochastic simulation of $N = 1000$ agents, with $h = 0.05$, at several times $n$. 
Fig. 8. Time evolution of the 2-norm of five randomly selected agents’ states in each of the $N$-agent simulations.

Fig. 9. Time evolution of the 2-norm of five randomly selected agents’ states in two $N$-agent simulations with different values of $N$ and $h$ (snapshots of corresponding stochastic simulations not shown).

Fig. 10. Snapshots at time $n = 2000$ of stochastic simulations of $N = 1000$ agents with different values of $h$. 

and 7 to the distribution in Fig. 3 is not apparent from the figures. This can be explained by noting that in this case, we are holding $N$ constant and decreasing $h$, thereby reversing the order of limits that we considered in Section V. There is no mathematical guarantee that the limits commute, and hence, we do not necessarily expect that with reduced $h$, the $N$-agent simulations will more closely approach the solution of (31). Moreover, a lower value of $h$ for a fixed $N$ yields a smaller neighborhood in which each agent evaluates the local density, which can produce a less accurate approximation of $\tilde{P}_{f_d} = I$. As explained previously, this can result in persistent agent state transitions, which are evident in the simulation of $N = 1000$ agents when $h$ is reduced from 0.1 (Fig. 8c) to 0.05 (Fig. 8d). Increasing $h$, on the other hand, can result in the eventual cessation of agent transitions in smaller agent populations $N$.

This is demonstrated in Figs. 9a-9b, which show that when $h$ is increased from 0.2 to 0.25, the population of $N$ agents stops transitioning for a lower value of $N$. The snapshots of stochastic simulations for $N = 1000$ at time $n = 2000$ in Figs. 6d, 7d, 10a, and 10b demonstrate that the agent distribution becomes smoother as $h$ is increased, due to the smoothing effect of the mollification.

VII. CONCLUSION

In this paper, we have used a discrete-time mean-field model describing the state dynamics of a multi-agent system to design decentralized state-feedback agent control laws that drive the agents asymptotically to a target state distribution. To implement the control laws, the agents only require knowledge of the local agent density; for example, the density of agents within their sensing range. The mean-field model considered here is the forward Kolmogorov equation of a discrete-time Markov process that can be stabilized to an arbitrary distribution that has $L^\infty(\cdot)$ derivatives. Moreover, the Markov process can be constructed such that its forward operator is the identity operator at the desired distribution. This prevents agents from switching between states once the equilibrium distribution is reached. Although stability and convergence results were proven for the mean-field model, simulations of the corresponding $N$-agent system demonstrate that for relatively small numbers of agents ($N \gtrsim 500$), the agents indeed redistribute themselves to the target distribution and thereafter cease switching between states. Our use of density-dependent feedback control laws enables us to specify a more general class of target distributions than in our prior works [7], [8], in which we considered only open-loop control laws. In the future, we would like to establish the mean-field limit of the system considered in this paper, as well as extend our results to swarms of agents governed by $M$-step controllable dynamical models (where $M > 1$).

APPENDIX A

PROOF OF PROPOSITION V.2

Here, we prove the two convergence results stated in the proposition.

1) Let $f \in L^2(\Omega)$. Then, $\phi_h \ast f \in L^2(\Omega)$. By Theorem 8.14 of [26], $\phi_h \ast f \xrightarrow{h \to 0} f$ in the $L^2$ norm. To prove convergence of $\tilde{P}_{\phi_h \ast f}$ to $\tilde{P}_f$ as operators on $L^1(\Omega)$, choose $g \in L^2(\Omega)$ (since $\Omega$ has finite measure, $g \in L^1(\Omega)$), and compute the following:

$$
\|\tilde{P}_{\phi_h \ast f} g - \tilde{P}_f g\|_1 = \int_\Omega |\tilde{P}_{\phi_h \ast f} g(y) - \tilde{P}_f g(y)| \; dy. \tag{32}
$$

Recall that according to (15), $\tilde{P}_f = \tilde{P}^1_f + \tilde{P}^2_f$. We will now evaluate the integral (32) in terms of the two operators $\tilde{P}^1_f$ and $\tilde{P}^2_f$. 

In (32), the component of the integrand that depends on $\overline{P}_f^1$ is given by:
\[
\overline{P}_{\phi_h * f} g(y) - \overline{P}_f g(y) = \int_{\Omega} A(x, y) dx,
\]
where
\[
A(x, y) = a_{\phi_h * f}(x) q(x, y) g(x) - a_f(x) q(x, y) g(x).
\]

We now define the following sets:
\[
E_1 = \{ x \in \Omega : \phi_h * f(x) > f^d(x) \},
\]
\[
E_2 = \{ x \in \Omega : \phi_h * f(x) \leq f^d(x) \},
\]
\[
E_3 = \{ x \in \Omega : f(x) > f^d(x) \},
\]
\[
E_4 = \{ x \in \Omega : f(x) \leq f^d(x) \}.
\]

We will split the integral $\int_{\Omega} A$ over four sets constructed from these sets, namely, $S_1 = \{ E_1 \cap E_3 \}$, $S_2 = \{ E_2 \cap E_3 \}$, $S_3 = \{ E_1 \cap E_4 \}$, and $S_4 = \{ E_2 \cap E_4 \}$. Note that $S_1 \cup S_2 \cup S_3 \cup S_4 = \Omega$. Consider the integral of $A$ over $S_1$:
\[
\int_{E_1 \cap E_3} A \leq \| q \|_\infty \int_{E_1 \cap E_3} a_{\phi_h * f} g - a_f g \tag{33}
\]
\[
= \| q \|_\infty \int_{E_1 \cap E_3} \phi_h * f - f^d \frac{f - f^d}{f} g - \frac{f - f^d}{f} g
\]
\[
= \| q \|_\infty \int_{E_1 \cap E_3} \phi_h * f - f^d \frac{f - f^d}{f} g.
\]

Note that on $E_1 \cap E_3$, $\phi_h * f \frac{\| f \|_\infty^2}{f} > f^d > 0$ and $\| f \|_\infty^2 < 1$. Continuing the computation from above,
\[
\| q \|_\infty \int_{E_1 \cap E_3} \frac{\phi_h * f - f^d}{\phi_h * f} \frac{f - f^d}{f} g
\]
\[
\leq \| q \|_\infty \| \frac{\phi_h * f}{\phi_h * f} \|_\infty \frac{f - f^d}{f} \| \phi_h * f - f \|_{E_1 \cap E_3}
\]
\[
\leq \| q \|_\infty \| \frac{1}{\phi_h * f} \|_\infty \frac{f - f^d}{f} \| \phi_h * f - f \|_2 \| g \|_2.
\]

The second inequality above follows from Hölder’s inequality. Since we have established that $\| \phi_h * f - f \|_2 \to 0$ as $h \to 0$, the integral of $A$ over $S_1$ must converge to 0. Next, we consider the integral of $A$ over $S_2$:
\[
\int_{E_2 \cap E_3} A \leq \| q \|_\infty \int_{E_2 \cap E_3} \frac{f - f^d}{f} g \tag{34}
\]
\[
\leq \| q \|_\infty \| \frac{f - f^d}{f} \|_\infty \| g \|_2 \| m(E_2 \cap E_3) \).
\]

The second inequality above follows from Hölder’s inequality. In this case, we will establish that $m(E_2 \cap E_3) \to 0$ as $h \to 0$, which would imply that the integral of $A$ over $S_2$ converges to 0. We can compute $m(E_2 \cap E_3)$ as:
\[
m(E_2 \cap E_3) = m(\{ \phi_h * f - f^d \leq 0 \} \cap \{ f - f^d > 0 \})
\]
\[
= m(\{ \phi_h * f - f \} + (f - f^d) \leq 0 \} \cap \{ f - f^d > 0 \}).
\]
Note that,
\[
\{ \phi_h * f - f \} + (f - f^d) \leq 0 \} \subseteq \{ \phi_h * f - f \} \leq 0 \}.
\]
Continuing the computation from above,
\[
m(E_2 \cap E_3) \leq m(\{ \phi_h * f - f \leq 0 \} \cap \{ f - f^d > 0 \})
\]
\[
= m(\{ \phi_h * f - f < 0 \} \cap \{ f - f^d > 0 \})
\]

By Proposition 2.29 of [26], since $\phi_h * f - f \to f$ in the $L^2$ norm as $h \to 0$, then $\phi_h * f - f \to f$ in measure; that is, $m(\{ \phi_h * f - f \leq \delta \}) \to 0$ as $h \to 0$ for any $\delta > 0$. Therefore, we must have that $m(E_2 \cap E_3) \to 0$ as $h \to 0$, and consequently, the integral of $A$ over $E_2 \cap E_3$ must converge to 0. Now, consider the integral of $A$ over $S_3$:
\[
\int_{E_1 \cap E_4} A \leq \| q \|_\infty \int_{E_1 \cap E_4} \frac{\phi_h * f - f}{\phi_h * f} g \tag{35}
\]
\[
\leq \| q \|_\infty \| \frac{1}{\phi_h * f} \|_\infty \| g \|_2 \| \phi_h * f - f \|_2 m(E_1 \cap E_4).
\]

The second inequality follows from Hölder’s inequality. Since we have that $\| \phi_h * f - f \|_2 \to 0$ as $h \to 0$, the integral of $A$ over $E_1 \cap E_4$ converges to 0. Finally, the integral of $A$ over $S_4$ is trivially zero:
\[
\int_{E_2 \cap E_4} A = \int_{E_2 \cap E_4} a_{\phi_h * f} g - a_f g = 0. \tag{36}
\]

Thus, we have shown that $\int_{\Omega} A \to 0$ as $h \to 0$.

Returning to the integral (32), the component of the integrand that depends on $\overline{P}_f^1$ is given by:
\[
\overline{P}_{\phi_h * f} g(y) - \overline{P}_f g(y)
\]
\[
= (1 - a_{\phi_h * f}(y)) g(y) - (1 - a_f(y)) g(y)
\]
\[
= a_f(y) g(y) - a_{\phi_h * f}(y) g(y) := B(y). \tag{37}
\]

This term is equal to the integral of each of the four integrals considered in (33)-(36). Since we showed that each of these integrands tends to 0 as $h \to 0$, we must have that $B(y) \to 0$ as well.

We can now evaluate (32) as
\[
\| \overline{P}_{\phi_h * f} g - \overline{P}_f g \|_1
\]
\[
= \| \int_{\Omega} A(x, y) dx + B(y) \| dy
\]
\[
= \| \int_{\Omega} \int_{S_1 \cup S_2 \cup S_3 \cup S_4} A(x, y) dx + B(y) \| dy.
\]

Since we have shown that both $\int_{\Omega} A \to 0$ and $B(y) \to 0$ as $h \to 0$, the outer integral converges to 0 as well, and we have our result.

(2) The proof of this result is similar to the proof of result (1).
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