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1. Introduction 

 Current image processing techniques generally 

exceed the computational and memory resources 

of the typically very limited, microcontroller 

based sensor nodes. The TelosB mote platform 

[1] for instance, employs a 16 Bit 

microcontroller with a total RAM memory of 10 

kBytes. Floating-point operations are not 

supported by the hardware. It is possible to 

extend the limited hardware with DSP units to 

realize sensor network multimedia applications 

[2]. We have developed an alternative low-cost 

approach that implements low-complexity image 

processing algorithms through a software update; 

thus, enabling multimedia applications with low-

cost sensors. Wavelet algorithms are promising 

starting-points for such considerations, as they 

de-correlate the data and give state-of-the-art 

image compression performance. Our algorithm 

can be supported by flash memory - a standard 

component of current sensor platforms [3]. 

 

A line-based version of the wavelet transform 

has been developed in [3], which provides 

substantial reduction of the memory 

requirements for the traditional wavelet 

transform approach.  An improved computation 

methodology readily applicable for limited 

memory systems is given in [4]. It can however 

not yet fulfill the low-memory constraints of 

low-cost sensor nodes, as still 26 kiloBytes are 

required for a six-level transform of a 512x512 

image.  

 

The tutorial in [5] surveys the underlying 

techniques for the needed wavelet transform 

algorithm to perform image compression on a 

low-cost sensor node. A review of the general 

image wavelet transform, a low memory scheme 

for its computation -- the so-called fractional 

wavelet filter, and some performance results of 

this filter are given in the next sections. 

 

2.  Image wavelet transform 

The general image wavelet transform computes 

subbands of an input image. These subbands are 

computed by filtering the image row-by-row, 

resulting in the so-called L and H matrices, 

which both have half the dimension of the 

original image (horizontal transform). Then, 

these matrices are filtered column-by-column, 

resulting in the four subbands LL, HL, LH, and 

HH of the first wavelet level (vertical transform). 

For computation of higher wavelet levels, the LL 

subband is taken as a starting point to compute 

the four subbands of the second level. Each of 

these second level subbands has half the 

dimension of the first level subbands, see Figure 

1 for an example. The traditional computational 

order for such a transform is to first apply the 

horizontal transform on the complete image and 

then the vertical transform, thus keeping 

complete versions of the image in memory. 

 

 
Figure 1: Example of a two-level image wavelet 

transform. 

 

2. The Fractional Wavelet Filter 

The fractional wavelet filter is a computational 

scheme that computes the image wavelet 

transform on a sensor node with very small 

RAM memory with support of an attached flash 

memory (MMC card).  For instance, the 

transform of a grayscale 256x256 image requires 

less than 1.5 kBytes of RAM. Because the data 

on the MMC card can only be accessed in blocks 

of 512 Bytes, a sample-by-sample access as 

easily executed with RAM memory on personal 

computers is not feasible. The fractional filter 

takes this restriction into account by reading the 

image samples line-by-line from the MMC card. 

For the first transform level, the algorithm reads 

the original image samples while it writes the 

subbands to a different destination on the MMC 

card. For the following levels the LL subband 

gives the input data for the next transform. The 

filter has two options for the computation of the 

transform, the classical convolution approach 

and the more modern so-called lifting scheme, 

which allows the filtering to be computed in-

place. For each transform level a new destination 
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matrix is allocated on the MMC card. Since the 

MMC card has abundant memory this approach 

does itnot affect the sensor's resources. This 

approach also allows reconstruction of the image 

from any transform level.  

 

The fractional filter combines vertical and 

horizontal transform such that for each input line 

final results for the horizontal transform are 

computed, while it computes for the vertical 

transform only fractions of the final results. The 

input lines are scanned several times to update 

the fractions until the update results into the final 

wavelet transform values to be written on the 

MMC card. 

 
Figure 2: PSNR values for reconstructed pictures 

using the fixed-point version of the fractional 

wavelet filter. The transform is not lossless, 

however, the loss does not affect picture quality 

when the filter is combined with high 

compression coding schemes. 

 

The floating-point version of the fractional 

wavelet filter computes the wavelet transform 

with high precision, as it uses 32 bit floating-

point variables for the wavelet and filter 

coefficients as well as for the intermediate 

operations. Thus, the images can be 

reconstructed essentially without loss of 

information. Many low-cost micro-controllers do 

however not provide hardware support for 

floating-point operations. If floating-point 

operations are coded, the compiler translates 

them to integer operations, which often results in 

prohibitively long computing times. Converting 

an algorithm from floating- to fixed-point 

arithmetic typically results in substantial time 

and energy savings at the expense of lower 

precision and thorough number range analysis. 

Thus, using fixed-point arithmetic for the 

fractional wavelet filter can help to significantly 

reduce the computational requirements and to 

reduce the RAM memory needed for 

representation of the destination subbands. We 

refer to [5] for tutorial background on using 

fixed-point arithmetic for wavelet transforms. 

The PSNR values for a set of example pictures 

computing the transform with the fractional filter 

up to levels 1, 2, … , 6 are given in Figure 2. 

 

Figure 1 shows the compression performance of 

the fractional filter when combined with a 

suitable image coder [7] compared to JPEG, 

JPEG2000, and the set partitioning in 

hierarchical trees (Spiht) algorithm. For high 

data compression rates, the fractional filter 

allows for similar compression as JPEG2000, 

which is considered as state-of-the-art in image 

compression. A detailed performance evaluation 

of the fractional filter is given in [6]. 

Figure 1: Compression performance (PSNR vs. 

Bits per Byte (bpb)) for the introduced fractional 

wavelet filter when combined with a low-

memory image coder.  

 

4. Conclusions 

This E-Letter briefly reviews the techniques of 

the low-complexity wavelet transforms for 

application in low-cost wireless sensor networks. 

In the past, image wavelet transforms have been 

considered as being not applicable in such 

microcontroller-operated networks. However, 

recent algorithms, including the fractional 

wavelet filter, leverage the application of wavelet 

transform in such networks by reducing the 

memory requirements for the transform, thus 

making state-of-the-art image compression 

feasible through only a software update. 
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