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Packet-switched wavelength-division multiplexing (WDM) ring networks
have been extensively studied as solutions to the increasing amount of traffic
in metropolitan area networks, which is widely expected to be a mix of
unicast and multicast traffic. We study the fairness between unicasting and
multicasting in slotted packet-switched WDM ring networks that employ a
tunable transmitter and fixed tuned receiver at each node anda posterioribuffer
selection. We find that single-step longest-queue (LQ) buffer selection generally
results in unfairness between unicasting and multicasting or a fixed relative
priority for multicast versus unicast traffic. We propose and evaluate dual-step
buffer selection policies that achieve fairness and allow for a range of relative
priorities of multicast versus unicast traffic. © 2004 Optical Society of America

OCIS codes:060.4250, 060.4510.

1. Introduction

Metropolitan area networks, which interconnect access networks, such as Ethernet passive
optical networks (EPONs), with each other and with the high-speed wavelength-division
multiplexing (WDM) backbone networks, are expected to experience a surge in traffic with
the ever-increasing speed of the access network technologies. Ring WDM networks have
been extensively studied as solutions to the increasing traffic in metropolitan area networks;
see, for instance, Refs. [1–9]. These studies have primarily focused on the efficient transport
of point-to-point (unicast) traffic. Point-to-multipoint(multicast) traffic, however, is widely
expected to account for an increasing portion of the traffic in metropolitan area networks as
applications that rely on multicasting, such as telepresence/teleconference, telemedicine,
multimedia content distribution, and software update distribution, become more prevalent.
Multicasting in WDM ring networks has received relatively little attention to date, as de-
tailed in Subsection1.A. It is widely expected that traffic in future metropolitan area net-
works will typically be a mix of unicast and multicast traffic, and it is therefore important
to understand the issues involved in transmitting these twotypes of traffic together over a
packet-switched WDM ring network.
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Many different types of ring networks have been studied in the literature, with the
single-fiber ring network with a tunable transmitter and fixed tuned receiver (TT-FR) node
structure being the most commonly considered type of ring network. We focus on this type
of ring network in our study, which to the best of our knowledge is the first to examine
the fairness issues involved in transmitting a mix of unicast and multicast traffic over a
packet-switched WDM ring network. Unfairness tends to ariseduring transmission of a
mix of unicast and multicast traffic in the common TT-FR single-fiber ring network mainly
because (i) unicast traffic requires the transmission of a single packet, whereas multicast
traffic typically requires the transmission of multiple packet copies, and (ii) a transmitted
unicast packet is received by one destination node, whereasa transmitted multicast packet
copy is typically received by several destination nodes.

In this paper we first examine the transmission of a mix of unicast and multicast traffic
when different virtual output queue (VOQ) structures are employed in conjunction with the
longest-queue (LQ) buffer selection, which determines thequeue from which to transmit a
packet in a single step and is widely employed in the ring networks studied in the literature.
We find that this single-step buffer selection in conjunction with VOQ architectures with
separate queues for unicast and multicast traffic generallyleads to significant unfairness.
Typically the multicast traffic experiences an uneven throughput or packet loss, or both,
compared with the unicast traffic, as detailed in Section5. Buffering unicast and multicast
traffic in the same VOQs, on the other hand, results in fairness in the sense that the ratio of
transmitted multicast packet copies to transmitted unicast packets is approximately equal
to the ratio of generated multicast packet copies to generated unicast packets. Also, both
unicast and multicast traffic experience approximately thesame delay and packet loss.

In many applications unicasting is used to transmit time-sensitive messages of rela-
tively high importance, whereas multicasting is used for the nonreal-time transfer of bulk
data (e.g., content distribution, software updates). To allow for such different delay and
loss priorities for unicast and multicast traffic and, more generally, to allow for a range of
multicast to unicast throughput ratios we develop dual-step buffer selection policies. The
dual-step policies combine LQ selection to determine the channel on which to transmit a
packet with a probabilistic selection policy to determine whether to transmit a unicast or
multicast packet.

This paper is structured as follows. In the following subsection we review related work.
In Section2, we describe the architecture and medium access control (MAC) protocol of the
considered single-fiber ring WDM network. We also describe the considered conventional
node versus node fairness mechanism, which ensures that thedifferent ring nodes have
approximately equivalent transmission opportunities, irrespective of their location on the
ring. In Section3, we introduce the considered traffic model and the throughput and delay
metrics. In Section4, we introduce the metrics used to assess the fairness between the
treatment of unicast and multicast traffic. In Section5, we present the simulation results
for the networks employing separate or joint VOQs for unicast and multicast traffic in
conjunction with the single-step LQ buffer selection policy. In Section6, we develop and
evaluate the dual-step buffer selection policies. We summarize our conclusions in Section7.

1.A. Related Research

Most closely related to our research are the lines of work on (i) multicasting in WDM ring
networks, (ii) fairness control in unicasting over WDM ring networks, and (iii) the joint
transport of unicast and multicast traffic in communications networks.

Multicasting in WDM ring networks has received relatively little attention to date [10].
The photonics-level issues involved in multicasting over ring WDM networks are explored
in Ref. [11]. A node architecture suitable for multicasting in WDM ring networks is studied
in Ref. [12]. The general network architecture and MAC protocol issuesarising from mul-
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ticasting in packet-switched WDM ring networks are addressed in Refs. [13, 14]. These
studies do not address the fairness issues arising from transmitting a mix of unicast and
multicast traffic over a WDM ring network, which is the main focus of this paper. We note
for completeness that the wavelength assignment for multicasting in circuit-switched WDM
ring networks, which are fundamentally different from the packet-switched networks con-
sidered in this paper, has been studied in Refs. [15–19].

The fair transmission of unicast traffic in packet-switchedoptical bus and ring networks
has received considerable attention; see, for instance, Refs. [1, 4, 20–25]. These studies
consider the problem of ensuring that each node is provided with fair opportunities for
packet transmissions irrespective of the location of the nodes along the ring. This problem
is largely orthogonal to the problem of providing fair opportunities for the transmission of
unicast and multicast traffic, which we focus on in this paper.

The fairness issues arising in transmitting a mix of unicastand multicast traffic over
general packet-switched networks has been examined in a number of studies; see, for in-
stance, Refs. [26–30], which do not consider the specific properties of optical WDMnet-
works. The problem of scheduling a mix of unicast and multicast traffic in broadcast-and-
select WDM networks, which are fundamentally different fromthe ring WDM network
considered in this paper, is studied in Ref. [31].

2. Slotted Ring WDM Network

2.A. Network Architecture

In this section, we describe the considered architecture ofan all-optical WDM ring network
with N nodes andΛ logical wavelength channels. We consider a single-fiber ring network,
in which successive nodes are connected with a single unidirectional fiber. The fiber band-
width is divided intoΛ wavelength channels. Each channel is divided into fixed-length
time slots whose boundaries are synchronized across all wavelengths. The slot duration
equals the transmission time of a fixed-size packet. Each node is equipped with one tunable
transmitter and one fixed tuned receiver (i.e., a node can send packets on any wavelength
and it is able to receive packets only on a preassigned wavelength). ForN = Λ each node
has its own separatehome channelfor reception. ForN > Λ each wavelength is shared by
several nodes for the reception of packets. In particular, the destination nodesj = i + nΛ
with n∈ {0,1, . . . , [N/Λ]−1} share the same drop wavelengthi, i ∈ {1,2, . . . ,Λ}, i.e., have
channeli as their home channel. A given node receiver terminates the wavelength channel
on which it is homed. Nodes sharing the same wavelength may have to forward packets
toward the destination node, resulting inmultihopping. For unicast traffic, the destination
node removes the packet from the ring. For multicast traffic,when a node receives a packet,
it checks whether there are additional destinations downstream; if so, it forwards the packet
to the other destinations; otherwise, the node is the final destination and removes the packet
from the ring. With this destination release (stripping), wavelengths can be spatially reused
by downstream nodes, leading to an increased network capacity.

To avoid head-of-the-line (HOL) blocking, each node is typically equipped with at least
Λ virtual output queues (VOQs), one for each wavelength on thering. We refer to the basic
buffer architecture with exactlyΛ VOQs at a node asΛVOQ architecture. Note that in the
ΛVOQ architecture the unicast and the multicast packets to betransmitted on a given wave-
length are queued in the same buffer. Often the unicast and multicast packets are buffered
separately [13, 28, 32–35]. The main advantage of separate buffers for unicast and multi-
cast packets is that unicast and multicast packets can be transmitted with different priorities.
In this paper we refer to these architectures as(u+m)VOQ architectures, whereu andm
are the number of unicast and multicast buffers, respectively. To avoid HOL blocking, both
u andm have to be larger than or equal toΛ. We consider the[(N−1)+Λ]VOQ and the
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(Λ+Λ)VOQ buffer architectures. In the[(N−1)+Λ]VOQ architecture there is a separate
unicast buffer for each possible destination node for unicast traffic. In the(Λ+Λ)VOQ ar-
chitecture, unicast packets to be transmitted on the same wavelength channel are stored in
the same unicast buffer. In both architectures, one of theΛ multicast buffers is assigned
to each of theΛ wavelength channels. The fanout set of a given multicast packet is parti-
tioned into as many asΛ destination groups according to the different home channels of
the destination nodes. A copy of the multicast packet is generated for each group of des-
tination nodes and placed in the corresponding multicast buffer. If a multicast packet has
destinations on each of the home channels, thenΛ packet copies are generated, and one
each is placed in theΛ multicast buffers. If all nodes in the fanout set of a multicast packet
share the same home channel, then only one packet copy is generated and placed in the
corresponding multicast buffer. All the buffers are first-in–first-out (FIFO).

2.B. MAC Protocol

On each wavelength, each slot consists of a payload field and corresponding control infor-
mation. The control information gives the slot availability status (empty or busy) and the
destination address (fanout set of the packet copy in the case of multicast packet) of the
packet transmitted in the slot. The control information maybe transmitted on a separate
control channel (e.g., as in Refs. [9, 25, 36]) or in a subcarrier multiplexed header (e.g.,
as in Refs. [37, 38]). Each node monitors all wavelengths simultaneously and detects the
channel availability information in every slot.

We consider ana posteriori access strategy; i.e., a node first checks the availability
status for a given slot on all wavelength channels and then selects the appropriate buffer
for transmission. The node has to wait until an empty slot arrives on at least one wave-
length channel. When an arriving slot is empty on one (or more)wavelength channel(s),
the node can use this slot to transmit a packet from one of the corresponding queues. In the
ΛVOQ architecture, buffer selection is necessary if multiple channels have an empty slot.
In the(u+m)VOQ architecture, buffer selection is necessary when one ormore channels
have an empty slot, since at least two queues (the unicast andthe multicast queues) store
packets for the same home channel and a node can only transmitone packet at any given
time with its single transmitter. We consider different buffer-selection schemes, which we
examine in Sections5 and6. All considered buffer-selection schemes are based on the LQ
buffer-selection principle. With the LQ principle, the LQ is chosen. The motivation for the
LQ buffer-selection principle is load balancing among the queues in the network, which
increases the node and network throughput for an acceptablesystem complexity [1].

2.C. Node versus Node Fairness Control

Owing to the ring symmetry and the applied destination release, each node has better-than-
average access to channels leading to certain destination nodes and worse-than-average
access to channels leading to other destinations [23]. Spatial reuse may cause starvation,
which occurs when a node is constantly being covered by up-stream ring traffic and thus
is not able to access the ring for very long periods of time [4]. This fairness problem has
received considerable attention in the literature, as detailed in Subsection1.A.

In this study we use the fairness control described in Ref. [1], which is a modified form
of asynchronous-transfer-mode ring protocol (ATMR) [39]. This fairness control represents
a credit allocation scheme and provides fair channel accessby means of a distributed credit
mechanism and a cyclic reset scheme on the basis of a monitoring approach. Initially, each
node is allocated a predefined credit, calledwindow size(W), for each wavelength channel
and is set to the active state. The node status (active or inactive) for a channel is included in
the control information in each slot. Each node decreases the window size whenever it uses
a free slot to send a packet. If the node is still in the active state, i.e., the remaining window
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size is larger than zero, the node sets the busy address field to the node’s address. When the
window size reaches zero, the node sets its state as inactive, i.e., the node is not allowed
to send any more packets, and leaves the busy address field unchanged. Thus, a node can
see whether there are any other nodes in the active state. If anode receives a slot with the
busy address field set to the node itself, it knows that all theother nodes are in the inactive
state. Then the node immediately sends a reset message to allother nodes by setting the
reset-request fieldin the control information and resets its windows size to thepredefined
valueW. The node sends the message only once and waits for the reset message to circulate
around the entire ring network. When the reset message is received by the node that sent
it, the node strips the message from the ring. When a node receives a reset-request, it sets
its status to the active state, sets the window size for the channel to the predefined valueW
and forwards the reset-request. This algorithm is invoked on all Λ wavelength channels at
each node.

3. Unicasting and Multicasting Model

In this section we describe the considered unicast and multicast traffic model and define the
considered performance metrics. In our traffic model each oftheN nodes generates traffic
independently of the other nodes. We consider self-similartraffic with a Hurst parameter
of 0.75, which we generate fromON–OFF processes with Pareto-distributed on-duration
and geometrically distributed off-duration [40]. We denoteσ, 0≤ σ ≤ 1, for the long-run
average probability that a given node generates a new packetat the beginning of a given
slot. We consider a balanced traffic situation; i.e., the packet-generation probabilityσ is
the same for all nodes. We consider a mix of multicast and unicast traffic with a fraction
pm of multicast traffic. A given newly generated packet is a unicast packet with probability
1− pm; a generated packet is a multicast packet with the complementary probabilitypm.
We consider uniform traffic, i.e., a given unicast packet generated by a node is destined to
any one of the other(N−1) nodes with equal probability 1/(N−1). For a given generated
multicast packet, we draw the fanout (number of destinationnodes) independently from a
uniform distribution over[1,N−1], and we draw the fanout set (set of destination nodes)
randomly and uniformly from the otherN−1 nodes. We note that the balanced uniform
traffic model is generally a good model for the traffic in metrocore ring networks. Metro
edge ring networks, on the other hand, typically experiencestrongly hubbed (unbalanced
and nonuniform) traffic that is collected from several access networks and forwarded to a
core ring. We focus on the balanced uniform traffic model in this paper, but note that our
investigation of multicast versus unicast fairness for balanced uniform traffic is a starting
point. In future studies, it will be important to examine theunicast versus multicast fairness
for unbalanced nonuniform traffic models.

We now describe the main implications of the considered traffic model. The probability
that a given node generates a unicast packet at the beginningof a slot is

σu = σ(1− pm) , (1)

and the probability that the node generates a multicast packet at the beginning of the slot is

σm = σpm. (2)

Note that for a given multicast packet, we generate a copy foreach wavelength that leads
to destinations of the multicast. In other words, the numberof generated packet copies
is equal to the number of distinct drop wavelengths among theset of destination nodes.
We denoteE [∆] for the expected number of packet copies generated for a given multicast
packet. Noting the equivalence between the nodes attached to an AWG output port in the

© 2004 Optical Society of America
JON 4327 August 2004 / Vol. 3, No. 8 / JOURNAL OF OPTICAL NETWORKING 605



star network analyzed for multicast traffic in Ref. [41] and the nodes sharing a common
drop wavelength in the ring network considered here, we obtain

E [∆] =
Λ

(N−1)−1

[

N−N/Λ

∑
n=1

(

1−
(N−n)! (N−N/Λ)!
(N−n−N/Λ)!N!

)

+
N−1

∑
N−N/Λ+1

1

]

=
Λ

N−2

[

N−N/Λ

∑
n=1

(

1−
(N−n)! (N−N/Λ)!
(N−n−N/Λ)!N!

)

+
N
Λ
−1

]

.

(3)

Thus, a given node generates packet copies with a long-run average rate of

σc = σmE [∆] = σpmE [∆] (4)

packet copies per slot. Noting that each multicast packet has on average(N−1+1)/2 =
N/2 destination nodes, we obtain that a given multicast packetcopy has an average fanout
of E [ f ] = N/(2E [∆]). That is, a given multicast packet copy reaches on averageE [ f ]
destinations by transmission on its wavelength. Note that whenN ≫ Λ, then the average
number of packet copies approaches the number of wavelengthchannels, i.e.,E [∆] ≈ Λ,
resulting in an average fanout of approximatelyE [ f ] ≈ N/(2Λ) for a given multicast copy
on the corresponding wavelength channel.

To determine the stability limit of the network, note that with the considered destination
stripping with spatial wavelength reuse, a unicast packet transmission traverses, on average,
half the circumference of the ring. A multicast packet copy,on the other hand, needs to tra-
verse the ring far enough to reach all of its uniformly and randomly distributed destination
nodes on the wavelength channel. Noting that the expected number of destination nodes
on the wavelength channelE [ f ] approaches half the nodes on the wavelength channel,
we may reasonably approximate the ring span traveled by a multicast packet copy by the
full ring circumference. Thus, the network is stable forNσu/2+Nσc ≤ Λ, or equivalently
σ ≤ Λ/{[0.5−0.5pm+ pm×E (∆)]N}.

We proceed to calculate the mean arrival rates of packets to the individual buffers in
a given node. In this analysis we initially focus on the(Λ + Λ) buffer architecture. With
the considered uniform traffic situation, a unicast packet is generated and placed in unicast
buffer i, i = 1, . . . ,Λ, at a given node at the beginning of a slot with probability

σu
i =

σu

Λ
=

σ(1− pm)

Λ
. (5)

Similarly, a multicast packet copy is placed in multicast buffer i, 1≤ i ≤ Λ, at a given node
at the beginning of a slot with probability

σc
i =

σc

Λ
=

σpmE [∆]

Λ
. (6)

Note that for nonuniform traffic patterns the arrival rate atdifferent buffers would be differ-
ent. Also note that the mean buffer-arrival rate for the unicast buffers in the[(N−1)+Λ]
VOQ buffer architecture is obtained by multiplying the arrival rate in the(Λ+Λ) VOQ
architecture byΛ/(N−1). The multicast buffer arrival rates are the same in both architec-
tures.

In our performance evaluation we consider the transmitter throughput, the receiver
throughput, the packet delay, and the packet loss probability, as defined in detail as fol-
lows. We also consider a fairness index, which we define in Section 4. We define the mean
transmitter throughput of unicast bufferi at noden as the probability that a packet is trans-
mitted from this buffer in a given slot and denote this throughput byTu

n,i . We define the
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mean transmitter throughput of multicast bufferi at noden in analogous fashion and de-
note it byTm

n,i . Note that the mean aggregate unicast (multicast) transmitter throughput in

the network isTu = ∑N
n=1 ∑Λ

i=1Tu
n,i (Tm = ∑N

n=1 ∑Λ
i=1Tm

n,i). The total transmitter throughput

in the network isT = ∑N
n=1 ∑Λ

i=1

(

Tu
n,i +Tm

n,i

)

and gives the average number of source nodes

transmitting a packet (copy) in steady state. Note that it isnot sufficient to consider only
these absolute throughput levels when assessing the fair treatment of unicast and multicast
packets. This is because the mean arrival rates differ for unicast and multicast buffers. In
order to fairly assess the achieved throughput for unicast and multicast packets, we nor-
malize the absolute throughput levels by the mean arrival rates. More formally, we define
the effective unicast (multicast) transmitter throughputof unicast (multicast) bufferi as
τu

n,i = Tu
n,i/σu

i (τm
n,i = Tm

n,i/σc
i ).

We define the mean receiver throughput of unicast bufferi at noden as the average
number of destination nodes that receive a packet (copy) from buffer i in noden in a given
slot in steady state. Note that the number of destination nodes receiving a packet from
a unicast buffer in a slot is upper bounded byN/Λ. We denote the receiver throughput of
unicast bufferi in nodenbyRu

n,i . We define the mean receiver throughput of multicast buffer
i at noden in analogous fashion and denote it byRm

n,i . Note that the instantaneous receiver
throughput of multicast buffer in a slot is also upper bounded by N/Λ. Also, note that a
single multicast packet copy can count up toN/Λ times toward the receiver throughput,
which is the case when the packet copy is destined to allN/Λ nodes sharing the drop
wavelength channel associated with the buffer. The mean aggregate receiver throughput in

the network isR = ∑N
n=1 ∑Λ

i=1

(

Ru
n,i +Rm

n,i

)

and gives the average number of destination

nodes receiving a packet (copy) in steady state. Similar to the effective unicast (multicast)
transmitter throughput we define the effective unicast (multicast) receiver throughput of
unicast (multicast) bufferi asρu

n,i = Ru
n,i/σu

i (ρm
n,i = Rm

n,i/σc
i ).

We define the mean packet delay in unicast bufferi at noden as the time elapsed from
the generation of a packet to the complete reception of the packet in slots in steady state and
denote it byDu

n,i . For a multicast packet, we consider the individual delays until the com-
plete reception of the individual packet copies by the individual receivers. (For instance, for
a multicast packet with three packet copies, each with a fanout of two, there are six delay
samples.) This counting of the delay accounts for the delaysexperienced by the individual
receivers until they receive their copies of the multicast packet. We denote the mean packet
delay byDm

n,i .
We define the relative packet lossL as the ratio of the total number of dropped packets

to the total number of generated packets in the network. A generated multicast packet with
m destination nodes counts asm generated packets. A multicast packet copy directed ton
destination nodes that finds the buffer full and is consequently dropped, counts asn dropped
packets. We denoteLm andLu for the relative packet loss of multicast packet copies and
unicast packets, respectively.

We estimate these performance metrics from discrete event simulation. Each simulation
was run for 106 time slots (including a transient phase of 105 time slots for warming up each
simulation).

4. Unicast versus Multicast Fairness Metrics

In this section we define the considered metrics for assessing the fair treatment of unicast
and multicast packets. In general, fairness can be defined inmany ways. We approach the
problem of finding a sensible fairness metric by consideringa linear combination of the per-
formance metrics defined in the preceding section. We consider initially the(Λ+Λ) VOQ
architecture; adapting the developed metrics to the other architectures is straightforward.
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We initially define thefairness indexfor unicast bufferi at noden as

αu
n,i =

w1

Du
n,i

+w2Tu
n,i +w3Ru

n,i , (7)

with w1 + w2 + w3 = 1. The fairness indexαm
n,i for the corresponding multicast buffer is

defined in analogous fashion. By adjusting the weightsw1, w2, andw3 we can adjust the
emphasis placed on delay, transmitter throughput, and receiver throughput. Note that the
thus defined fairness index captures the absolute throughput and delay levels.

In fairness studies it is quite common to consider the throughput provided to a traffic
flow in proportion to the amount of traffic of the flow. In our context, we can express this
in aproportional fairness index, which employs the effective throughput measures,

πu
n,i =

w1

Du
n,i

+w2τu
n,i +w3ρu

n,i . (8)

We can assess the fairness of a considered packet transmission scheme by comparing
the fairness indices achieved by the individual unicast andmulticast buffers. With a per-
fectly fair packet transmission scheme the fairness indices associated with all buffers should
be (approximately) equal. At the same time, it is desirable to maximize the throughput-
delay performance of the network, which corresponds to maximizing the sum of all the
fairness indices. More formally, it is desirable to

Maximize
N

∑
n=1

Λ

∑
i=1

(

πu
n,i +πm

n,i

)

and Minimizeδ (9)

subject to
|πθ

l ,i −πφ
n, j | ≤ δ for 1≤ l ,n≤ N,1≤ i, j ≤ Λ,θ,φ = u,m. (10)

For the homogeneous network with balanced uniform traffic considered in this study,
the delay and transmitter throughput for each buffer are related by the same inversely pro-
portional relationship. We can thus limit our fairness index to the transmitter and receiver
throughput, i.e., we consider

πθ
n,i = wτθ

n,i +(1−w)ρθ
n,i , θ = u,m, (11)

with 0≤ w≤ 1.
In our performance evaluations we consider the difference (unfairness) metrics defined

as follows:
|πu

l ,i −πu
n, j | < δu, 1≤ l ,n≤ N, 1≤ i, j ≤ Λ, (12)

|πm
l ,i −πm

n, j | < δm, 1≤ l ,n≤ N, 1≤ i, j ≤ Λ, (13)

|πu
l ,i −πm

n, j | < δu/m, 1≤ l ,n≤ N, 1≤ i, j ≤ Λ, (14)

max
{

δu,δm,δu/m
}

< δ. (15)

Our main focus is on the difference metricδu/m, which indicates how fairly unicast traffic
is treated with respect to multicast traffic and vice versa. The smallerδu/m, the fairer the
relative treatment of unicast and multicast traffic.

Note that conventional fairness mechanisms designed for unicast traffic ideally provide
each noden fair access to packet transmission slots on each wavelengthi, i.e., the mecha-

nisms ensure that all the
(

τu
n,i + τm

n,i

)

are (approximately) equal.
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We briefly outline some implications of the definition of our difference metrics. Note
that our fairness definition enforces

πm
l ,i ≈ πu

n, j , (16)

or equivalently,

w
Tm

l ,i

σc
i

+(1−w)
Rm

l ,i

σc
i
≈ w

Tu
n, j

σu
j

+(1−w)
Ru

n, j

σu
j

. (17)

Setting the weight tow= 1 forces the effective transmitter throughput levels to be (approx-
imately) equal, which implies that the absolute transmitter throughput levels satisfy

Tm
l ,i

Tu
n, j

≈
pmE [∆]

1− pm
. (18)

When we note that each multicast packet copy reaches on average E [ f ] destinations and
that E [∆]×E [ f ] = N/2, the transmitter throughput ratio in relation (18) implies for the
receiver throughput

Rm
l ,i

Ru
n, j

≈
pmN/2
1− pm

. (19)

Intuitively, settingw = 1 enforces that each unicast packet and multicast packetcopyex-
periences the same opportunities for transmission in a sloton a wavelength and hence the
same delay.

On the other hand, setting the weight tow = 0 forces the effective receiver through-
put levels to be (approximately) equal, which in turn implies for the ratio of the absolute
receiver throughput levels

Rm
l ,i

Ru
n, j

≈
pmE [∆]

1− pm
. (20)

This in turn implies for the transmitter throughput

Tm
l ,i

Tu
n, j

≈
pmE [∆]/E [ f ]

1− pm
. (21)

Intuitively, settingw = 0 favors the unicast traffic, which is desirable in situations where
relatively important and delay-sensitive data are sent viaunicast and bulk data distribution
(e.g., software distribution, off-line pushing of Web and multimedia content into proxy
servers) is carried out via multicast. Note that when the network is lightly loaded and there
is negligible loss, both unicast traffic and multicast traffic are served at the rates at which
they are generated. When the load and losses increase, the fairness policy should ideally
serve all unicast packets and drop only multicast packet copies until the throughput ratios
(20) and (21) are met.

In our performance studies we consider both the difference metrics and the more intu-
itive ratio of the absolute throughput levels.

5. Simulation Results for Single-Step Buffer Selection

In this section we examine the throughput-delay as well as fairness performance when a
single-step LQ buffer selection is employed. Throughout weconsider a network withN =
64 nodes andΛ = 8 wavelength channels, which results in a mean number ofE [∆] = 7.22
copies for each multicast packet. We set the probability of apacket being a multicast packet
to pm = 0.3, which implies that the network is stable forσ < 0.0497. Following Ref. [35]
we set the window size for fairness control toW = 500. We first consider the[(N−1)+Λ]
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VOQ architecture as a representative of an architecture with separate buffers for unicast
and multicast packets. Subsequently we examine theΛVOQ architecture in which unicast
and multicast packets are buffered together. These two architectures are illustrated in Fig.
1. Initially we employ the following counting policy to determine the LQ. We count each
unicast packet as one and each multicast packet as its fanout, i.e., the number of intended
destination nodes. This is motivated by the fact that the transmission of a multicast packet
copy contributes to the receiver throughput according to its fanout.
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Fig. 1. Illustration of single-step LQ buffer selection.

5.A. Separate Buffers for Unicast and Multicast Traffic: [(N−1)+Λ]VOQ Architecture

As described in Subsection2.A, with the [(N−1)+Λ]VOQ architecture, each node is
equipped withΛ buffers for multicast traffic and(N−1) buffers for unicast traffic. Initially
we set the capacity of each multicast bufferBm and the capacity of each unicast buffer
Bu to the same valueB = 64. In Fig.2 we plot the performance metrics as a function of
the packet generation probability (mean packet arrival rate) σ. We observe from the plots
a number fairness issues. First, we observe from Fig.2(b) that unicast packets experience
significantly larger delays than multicast packets. This isprimarily caused by the LQ buffer
selection giving priority to the multicast buffer, which have typically longer queue counts
owing to the counting of the fanout of each multicast packet copy. On the other hand, we
observe from Fig.2(c) that multicast packets experience significantly largerloss probabili-
ties for arrival rates up to about 0.4. This is primarily because of the multiple packet copies
generated for each multicast packet and the fact that there are only Λ multicast buffers
whereas there areN− 1 unicast buffers in each node. These effects can be mitigated by
setting the unicast and multicast buffer capacities such that the available buffer capacities
are proportional to the packet (copy) generation probabilities, as detailed shortly.

We observe from Figs.2(a),2(d), and2(e) that for large arrival rates the network tends
to transport only multicast packets. This is primarily owing to the LQ buffer selection
giving priority to transmissions from the multicast buffers. For a closer inspection of the
throughput ratio we plot in Fig.2(f) the throughput ratio for a range of smaller arrival rates.
We observe that the throughput ratio initially decreases and then increases. This is primarily
due to the significantly lower packet loss probability for unicast packets up to an arrival rate
of approximately 0.1.

Next, we examine the performance when the buffer capacitiesare set proportional to
the packet generation probabilities. Specifically, we use abase buffer capacity ofB = 92
packets and setBu = [(1− pm)B] = 64 andBm = [pmE [∆]×B× (N−1)/Λ] = 1569. We
observe from Fig.2(g) that this buffer setting exacerbates the unfairness in terms of the
throughput ratio. This is because of the LQ policy now givingeven more priority to the
multicast buffers, since they can now grow significantly longer than the unicast buffers. We
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(a) Aggregate transmitter throughputT; BU = BM =
64.
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(b) Mean aggregate delayD; BU = BM = 64.
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(c) Relative packet lossL; BU = BM = 64.
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(d) Aggregate receiver throughputT; BU = BM = 64.
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(e) Ratio of multicast to unicast receiver throughput
Rm/Ru; BU = BM = 64; σ ∈ {0.0,0.6}.
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(f) Ratio of multicast to unicast receiver throughput
Rm/Ru; BU = BM = 64; σ ∈ {0.0,0.2}.
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(g) Ratio of multicast to unicast receiver throughput
Rm/Ru; BU = 64,BM = 1569;σ ∈ {0.0,0.2}.
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(h) Relative packet lossL; BU = 64,BM = 1569.

Fig. 2. Performance for((N−1)+Λ)VOQ architecture with single-step LQ buffer selec-
tion.

© 2004 Optical Society of America
JON 4327 August 2004 / Vol. 3, No. 8 / JOURNAL OF OPTICAL NETWORKING 611



also observe from Fig.2(h) that the packet loss behavior is now reversed compared with
Fig. 2(c), which is again owing to the relatively larger buffer length counts achieved with
the large multicast buffers.

In more extensive investigations [42] we have also examined the performance when
counting each unicast packet and multicast packet copy as one in the separate unicast and
multicast buffers. We have found that when the unicast and multicast buffers have the same
capacity, then there is unfairness in terms of the delay, packet loss, and throughput ratio
similar to the situation depicted in Figs.2(b), 2(c), and2(f). On the other hand, when the
buffer capacities are set in proportion to the traffic-generation rates of unicast packets and
multicast packet copies, then there is unfairness in terms of the throughput ratio similar to
the situation depicted in Fig.2(g).

5.B. Joint Buffers for Unicast and Multicast Traffic: ΛVOQ Architecture

In this section we examine the behavior of the ring for theΛVOQ buffer architecture. As de-
scribed in Subsection2.A, each node is equipped withΛ buffers, one for each wavelength
channel. A given buffer is used both for multicast and unicast traffic; i.e., unicast pack-
ets and packet copies (generated from a multicast packet) are stored in the same queue,
according to the home channel of the destination node(s). Tomake the overall buffer ca-
pacity at each node the same as in the Subsection5.A, we set the capacity of each buffer to
B = 64[1+(N−1)/Λ].

In Fig. 3 we plot the performance metrics as a function of the mean arrival rateσ. We
observe from Figs.3(b) and3(c) that the unicast and multicast packets are treated fairly
in terms of delay and packet loss. This is intuitive, since unicast and multicast packets are
not distinguished in theΛVOQ architecture. We observe from Fig.3(a) that the unicast and
multicast transmitter throughputs satisfyTm/Tu = pmE [∆]/(1− pm) = 3.1 with reason-
able accuracy and thus meet ourw = 1 fairness criterion. We furthermore observe from
Figs.3(d) and3(e) that the receiver throughputs satisfyRm/Ru = pmN/ [2(1− pm)] = 13.7
with relatively good accuracy, which corresponds tow = 1 fairness.

5.C. Conclusions from Single-Step Buffer-Selection Simulations

In this section we have presented the performance results obtained for unicast and multicast
traffic when employing the LQ buffer-selection scheme in different buffer architectures. We
found that the buffering of unicast and multicast packets indifferent queues in conjunction
with the single-step LQ buffer selection generally resultsin significant unfairness and fluc-
tuating relative performance for unicast and multicast traffic. We obtained fair treatment of
unicast versus multicast traffic only for theΛVOQ architecture, where each of theΛ buffers
stores both the unicast and multicast traffic for a given wavelength. More specifically, the
ΛVOQ architecture in conjunction with LQ buffer selection gives thew= 1 fairness, where
unicast packets and multicast packet copies are provided with the same transmission op-
portunities and experience the same delay.

There are many typical traffic situations where unicast is used to transport relatively im-
portant and delay-sensitive traffic, such as voice traffic, real-time video streaming traffic,
telemedicine traffic, and so on, and multicasting is used to transport delay tolerant traffic of
relatively lower importance, such as software updates, offline distribution of Web content,
and so on. For these traffic situations it is desirable to provide more transmission oppor-
tunities to unicast traffic. Also, generally, it is desirable to control the relative priority of
multicast versus unicast traffic over a range of priorities.Toward this goal we introduce
and examine dual buffer-selection policies for buffer architectures with separate unicast
and multicast buffers next.
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(a) Aggregate transmitter throughputT.
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(b) Mean aggregate delayD.
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(c) Relative packet lossL.
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(d) Aggregate receiver throughputT.
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Fig. 3. Performance forΛVOQ architecture with single-step LQ buffer selection.
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6. Dual-Step Buffer Selection

In this section we develop and evaluate dual-step buffer-selection policies that are designed
to allow for the consistently fair treatment of unicast and multicast traffic with different
preferences for achieving a range of ratios of multicast to unicast transmitter or receiver
throughput.

Our dual-step buffer-selection policies employ theLQ buffer selection to decide on
which wavelengthchannel, among the channels with an empty slot, to transmit a packet.
We refer to this selection step asLQ-C selection. In addition, we employ a buffer-selection
scheme that in each time slot determines whether to transmita unicast packet or a multicast
packet. We refer to this step asUC/MC selection.

We now proceed to explain these selection steps in detail. Throughout this discussion
we focus on the(Λ+Λ) VOQ architecture; the selection steps can be adapted to other VOQ
architectures with separate queues for unicast and multicast traffic in a straightforward
fashion. In Fig.4 we illustrate the dual-step buffer selection.
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Fig. 4. Dual-step buffer-selection schemes for(Λ+Λ)VOQ architectures.

As illustrated in the figure there are two possible permutations for executing the buffer-
selection steps. We refer to the sequence LQ-C selection followed by UC/MC selection as
channel prioritypolicy, as it gives priority to selecting the wavelength channel for trans-
mission. On the other hand, we refer to the sequence UC/MC selection followed by LQ-C
selection astraffic priority policy, as it gives priority to selecting the type of traffic (unicast
or multicast) to be transmitted.

For the formal definition of the LQ-C selection we initially focus on the channel priority
policy. We letβu

i , i = 1, . . . ,Λ, denote the occupancy of unicast bufferi. Note that this
occupancy is equal to the number of packets stored in this buffer. Similarly, we letβm

i
denote the occupancy of multicast bufferi storing multicast packet copies destined to nodes
that receive on channeli. This occupancy is weighted by the fanout of the multicast packet
copies stored in the buffer; i.e., it is equal to the sum of thefanouts of the stored packets.
We letβi = βu

i +βm
i , i = 1. . .Λ, denote the total buffer occupancy (backlog) for wavelength
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channeli. Among the channels with a free slot, the LQ-C selection chooses the channel
with the largest backlog for transmission. Unless either the unicast buffer or the multicast
buffer for the chosen channel is empty, the UC/MC selection (as detailed shortly) is then
invoked to determine whether to transmit a unicast packet ora multicast packet copy.

With the traffic priority policy, the LQ-C selection is done analogously considering
either only the unicast buffer occupanciesβu

i or the multicast buffer occupanciesβm
i de-

pending on the type of traffic selected by the UC/MC selection.
In each time slot, the UC/MC selection decides whether to transmit a unicast packet or

a multicast packet. We transmit a unicast packet with probability Pu and a multicast packet
copy with probabilityPm. We calculate these selection probabilities as a function of the
input traffic characteristics (the probabilityσu

i of generating a unicast packet for a buffer
and the probabilityσc

i of generating a multicast packet copy for a buffer) and of theweight
w in the fairness metrics as follows. We note that the transmission of a unicast packet and a
multicast packet copy contribute the same toward the transmitter throughput. On the other
hand, the transmission of a multicast packet copy contributes to the receiver throughput on
averageE [ f ] times more than the transmission of a unicast packet. Thus,τu

n,i andρu
n,i are

proportional toPu, τm
n,i is proportional toPm, andρm

n,i is proportional toE [ f ]Pm. Hence we
can rewrite relation (17) in terms of the transmission probabilities to obtain

w
Pm

σc
i

+(1−w)
E [ f ]Pm

σc
i

≈ w
Pu

σu
i

+(1−w)
Pu

σu
i
. (22)

From relation (22) in conjunction withPu +Pm = 1 we obtain

Pu =
1

1+ pmE[∆]
1−pm

1
w+(1−w)E[ f ]

, (23)

Pm =
1

1+ 1−pm
pmE[∆] [w+(1−w)E [ f ]]

. (24)

The unicast and multicast transmission probabilities for different values of the weightw for
the considered network are given in Table1.

Table 1. Transmission Probabilities for a Network with N = 64 Nodes,Λ = 8 Wave-
length Channels, and a Fraction ofPM = 0.3 of Multicast Traffic

w Pu Pm

0 0.59 0.41
0.5 0.42 0.58
1 0.25 0.75

In summary, the channel-priority policy first applies LQ-C selection to determine
among the wavelength channels with an empty slot the channeli with the largest cumu-
lative buffer occupancyβu

i +βm
i . If only one of the buffers for the selected channeli (either

the unicast buffer or the multicast buffer) is nonempty, thenode transmits one packet from
the nonempty buffer. If both buffers are nonempty, the node employs the UC/MC selection
and transmits a unicast packet with probabilityPu; with the complementary probabilityPm

the node transmits a multicast packet.
The traffic-priority policy first applies the UC/MC selection, i.e., with probabilityPu the

unicast buffers are considered in the subsequent LQ-C selection; with the complementary
probability Pm the multicast buffers are considered in the LQ-C selection.If all unicast
buffers (multicast buffers) are empty, then the UC/MC selection is not invoked and only
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the multicast buffers (unicast buffers) are considered in the LQ-C selection step. The LQ-C
selection chooses the buffer with the largest occupancyβu

i or βm
i (according to the choice

made in the UC/MC selection step) for transmission.
The motivation for the described dual-step buffer selection is as follows. The LQ-C

selection achieves load balancing among the queues in the system, i.e., it strives to keep
δu [expression (12)] andδm [expression (13)] small and at the same time strives to maxi-
mize the transmitter/receiver throughputs. The UC/MC buffer selection, on the other hand,
strives to keepδu/m [expression (14)] small; i.e., to enforce fairness between unicast and
multicast traffic.

6.A. Simulation Results

In this section we present simulation results for our dual-step buffer-selection policies. We
initially focus on the channel-priority policy employed inthe (Λ+Λ)VOQ buffer archi-
tecture. To avoid unfairness among unicast and multicast packets in term of packet loss
we set the unicast and multicast buffer capacities in proportion to the unicast packet and
multicast packet copy generation probabilities. In particular, we setBu = (1− pm)B and
Bm = pmBE[∆] with, B = 460, which impliesBu = 322 andBm = 996. We present the re-
sults obtained for the weightsw = 1 andw = 0 and refer the interested reader to Ref. [42]
for the results for intermediatew settings, which we briefly review at the end of this section.

In Fig. 5 we plot the performance metrics of the(Λ+Λ)VOQ architecture with
channel-priority policy forw = 1. We observe that the performance metrics in these plots
are roughly equivalent to the plots in Fig.3, which confirms that the channel-priority pol-
icy employed in the(Λ+Λ)VOQ architecture is able to achieve the samew = 1 fairness
as theΛVOQ architecture in conjunction with LQ buffer selection. In particular, the ratio
of multicast to unicast transmitter throughputTm/Tu is close topmE [∆]/(1− pm) = 3.1
as required forw = 1 fairness [see relation (18)]. Similarly, the ratio of multicast to unicast
receiver throughputRm/Ru is close to(pmN/2)/(1− pm) = 13.7, as is required forw = 1
fairness [see relation (19)].

We also observe that the values of the difference metricδ, which gives the largest differ-
ence between the relative transmitter throughput for any two different unicast or multicast
buffers for the considered case ofw = 1, are relatively large for small mean arrival rates.
These relatively largeδ are primarily due to the high burstiness of the considered self-
similar traffic. We have found that for Bernoulli traffic, theδ is always below 0.11 (see Ref.
[42] for plots and details).

Next, we examine the performance of the channel-priority policy for w = 0, for which
we plot the performance metrics in Fig.6. A number of important observations are in or-
der. First, we observe from Figs.6(a),6(d), and6(e) that for mean arrival rates larger than
0.2, which correspond to heavy overload, the throughput ratios are very close to the ratios
required forw = 0 fairness. In particular, the ratio of the multicast to unicast transmit-
ter throughputTm/Tu is close to(pmE [∆]/E [ f ])/(1− pm) = 0.72 [see relation (21)]. At
the same time, the ratio of the multicast to unicast receiverthroughputRm/Ru is close to
pmE [∆]/(1− pm) = 3.1 [see relation (20)]. This indicates that the channel-priority policy
is effective in enforcingw = 0 fairness with consistent throughput ratios for multicastver-
sus unicast traffic under heavy overload conditions. We alsoobserve from Fig.6(b) that
the unicast traffic experiences consistently significantlysmaller delays than the multicast
traffic. This indicates that with thew = 0 setting, the channel-priority policy is quite effec-
tive in ensuring small delays for time-sensitive unicast traffic whereas bulk multicast traffic
experiences larger delays.

Next we observe from Fig.6(e) that for very small traffic loads; i.e., a mean arrival rate
close to zero, the channel-priority policy does not achievethe desired multicast to unicast
receiver throughput ratioRm/Ru of 3.1. Instead, the throughput ratioRm/Ru is close to the
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(a) Aggregate transmitter throughputT.
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(b) Mean aggregate delayD.
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(c) Relative packet lossL.
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(d) Aggregate receiver throughputT.
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(e) Ratio of multicast to unicast receiver throughput
Rm/Ru.
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Fig. 5. Performance for(Λ+Λ)VOQ architecture with channel-priority policy withw= 1.
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Fig. 6. Performance for(Λ+Λ)VOQ architecture with channel-priority policy withw= 0.
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ratio of 13.7, which was desired for thew= 1 setting. This is because for very small arrival
rates there is not enough unicast traffic to take advantage ofthe transmission opportunities
offered to the unicast traffic with thew = 0 setting; i.e., the UC/MC selection is frequently
not invoked, as either only the unicast buffer or the multicast buffer for the channel selected
by the LQ-C selection holds a packet. Also, observe from Fig.6(c) that essentially no packet
is lost; i.e., essentially all the generated traffic is served. Hence, the ratio of multicast to
unicast transmitter throughput is essentially equal to theratio of the generation rates of
multicast packet copies and unicast packets, which ispmE [∆]/(1− pm). Noting that each
multicast packet copy reaches on averageE [ f ] destination nodes, the corresponding ratio
of the receiver throughputs ispm×E [∆]×E [ f ]/(1− pm) = (pmN/2)/(1− pm), which
corresponds to the receiver throughput ratio required forw = 1 fairness and is 13.7 with
our parameter settings.

As the mean arrival rate increases from close to zero up to a level of about 0.2, the in-
creasing amount of unicast traffic can take advantage of the transmission opportunities
offered by the channel-priority policy withw = 0, and the throughput ratios approach
the values desired with thew = 0 setting. In particular, we observe from Fig.6(c) that
the loss probability for unicast traffic is significantly smaller than the loss probability
for multicast traffic as the unicast traffic is given priorityto achieve the desired ratio of
(1− pm)/(pmE [∆]/E [ f ]) ≈ 1.4 unicast packet transmissions for each transmission of a
multicast packet copy. We observe that the channel-priority policy does allow for some mi-
nuscule loss of unicast packets in the range fromσ = 0.025−0.1, even though the desired
ratio of unicast packet to multicast packet copy transmissions is not yet reached. Ideally,
the fairness mechanism should not drop any unicast packet aslong as the desired ratio
of unicast packet to multicast packet copy transmissions isnot yet reached. The unicast
packet losses that do occur are primarily due to the highly bursty nature of the considered
self-similar traffic. In more extensive simulations [42] we have found that with Bernoulli
traffic no unicast packet is dropped up to an arrival rate ofσ = 0.1.

The results for the difference metricδ in Fig. 6(f) also reflect that it is impossible to
achieve the throughput ratios desired forw= 0 when the arrival rates are small. Indeed, we
observe thatδ ≈ E [ f ] ≈ 4.4, which reflects the fact that for low traffic loads all generated
packets are served and consequently the relative multicastreceiver throughput isE [ f ] times
the relative unicast receiver throughput.

In more extensive investigations [42], which we cannot include here because of space
constraints, we have investigated the performance of the channel-priority policy for values
of the weight factorw between zero and one. We found that settingw to intermediate values
achieves throughput ratios as well as delay and packet loss behaviors that lie between the
extremes observed above forw = 0 andw = 1. We have also examined the traffic-priority
policy and found that it gives essentially the same results as the channel-priority policy.
Furthermore, we have developed and evaluated a traffic-priority policy with memory, which
keeps a memory of missed transmission opportunities for unicast or multicast traffic owing
to instances where all unicast or multicast buffers were empty. We have found that the
traffic priority policy with memory gives essentially the same performance as the policies
without memory.

7. Conclusion

We have examined the fairness issues that arise in transmitting a mix of unicast and mul-
ticast traffic in a packet-switched WDM ring network. We have considered a single-fiber
ring network with TT-FR node structure,a posterioribuffer selection, and destination strip-
ping for uniform balanced traffic. We have found that VOQ architectures with separate
queues for unicast and multicast traffic generally raise unfairness when the conventional
single-step LQ buffer selection is employed. We have also found that a VOQ architecture
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with one queue buffering both unicast and multicast traffic for a given wavelength chan-
nel achieves fairness in the sense that the relative transmitter throughput levels achieved
by unicast and multicast traffic are approximately equal; or, equivalently, the ratio of the
transmitter throughput for unicast traffic to the transmitter throughput for multicast traffic is
approximately equal to the ratio of generated unicast packets to generated multicast packet
copies.

To allow for a range of throughput ratios, we have developed and evaluated dual-step
buffer-selection policies that combine LQ selection for determining the wavelength chan-
nel to transmit on with UC/MC buffer selection for determining whether to transmit a uni-
cast or multicast packet. We have demonstrated that the dual-step buffer-selection policies
achieve a range of throughput ratios. The policies cover therange from being fair in the
sense that unicast and multicast traffic experience approximately the same effective trans-
mitter throughput to being fair in the sense that unicast andmulticast traffic experience
approximately the same effective receiver throughput.

There are several exciting and important avenues for futurework. One important direc-
tion is to consider the transmission of a mix of unicast and multicast traffic in conjunction
with non-uniform unbalanced traffic patterns. Another interesting direction for future work
is to examine the fairness issues arising when transmittinga mix of unicast and multi-
cast traffic over different ring- network architectures, such as networks with different node
structures, dual-fiber ring networks, meshed ring networks[43, 44], or DWADM virtual
circle networks [45].
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