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Metropolitan area ring networks can be categorized into metro edge and me
core rings. The traffic characteristics of metro edge and metro cogs @re
quite different. While metro edge rings exhibit a strongly hubbed traffitepa
(hot spots), traffic demands in metro core rings are much more umifdve
examine the throughput-delay performance of a buffer insertion riith w
destination stripping and shortest path routing, which is the favored netyme

in the new high-performance standard for metropolitan area ring neswidtEE
802.17 Resilient Packet Ring (RPR), and we investigate the ring'speafece
limitations under different traffic characteristics by means of analyst an
simulation. Our probabilistic analysis considers arbitrary propagatioryslela
packet length distributions, and traffic matrices. In our numerical tigegions
we consider uniform, hot-spot, symmetric, and asymmetric traffic dema
Our findings show that the throughput-delay performance of buffeertion
rings deteriorates significantly under hot-spot traffic compared withotmif
traffic. To mitigate this drawback, we propose and investigate the novel
performance-enhancing proxy-stripping technique. Proxy strippingised
by a subset of ring nodes to send traffic across shortcuts of a derkdtar
subnetwork. Our results show that proxy stripping dramatically improkes
throughput-delay performance of buffer insertion rings not onlyeunchiform
traffic but also, in particular, under hot-spot traffic. Finally, we addréhe
trade-offs of the proxy-stripping technique. © 2005 Optical SocietyrokAica
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1. Introduction

A plethora of next-generation metropolitan area networkhk warious topologies, access
protocols, and fairness protocols have been proposed aadtigated to datel]. In this
paper we focus on metro networks with a ring topology, siriegsrare typically found
at the metro level of today’s networkg][ Metro rings can be either asynchronous (e.g.
token ring) or synchronous (e.g., empty slot) networks.his paper we focus on asyn-
chronous buffer insertion rings but note that our results loa extended to any type of
metro ring network in a straightforward fashion. The buffesertion ring is the favored
network type in the new high-performance standard for npetiitan area ring networks,
IEEE 802.17 Resilient Packet Ring (RPR)-§]. The RPR standard aims at improving
the throughput efficiency, service differentiation, andilience of packet switched ring
metropolitan area networks. Prestandard products hagadrbeen deployed in opera-
tional metro networks. An RPR is a bidirectional dual-fibaffér insertion ring network
that uses two performance-enhancing techniques: (i)raggin stripping and (ii) short-
est path routing. Unlike in source stripping, where thedraitting source node takes the
packets from the ring, with destination stripping packetsramoved from the ring by the
receiving destination node. This allows nodes downstreftineodestination node to spa-
tially reuse bandwidth. As a consequence, more transmissake place simultaneously,
resulting in an improved network capacity. With shorteshpauting, a given source node
transmits data packets on that fiber which provides the ssiopath to the corresponding
destination node. Destination stripping in conjunctiotiv@hortest path routing improves
the spatial reuse of bandwidth and thus the network capsigjtjficantly.

Recently, research has begun to investigate the perfoeraiibe RPR standard and to
propose performance improvements. It was shown in R&§] that for unbalanced and
constant-rate traffic inputs the RPR fairness control dlgor suffers from severe and per-
manent oscillations spanning nearly the entire range dlitkecapacity. Such oscillations
hinder spatial reuse, decrease throughput, and incredeg jdter. The studied dynamic
bandwidth allocation algorithms are able to mitigate theiltzgions and achieve nearly
complete spatial reuse.

In this paper we examine the performance of dual-fiber hitimeal buffer insertion
rings as used in RPR for various traffic characteristics doimtoday’s metro core and
metro edge networks. RPR as a metropolitan ring networkbeilused in interconnected
ring architectures, as typically deployed in metropoliég@@a networks. Metropolitan inter-
connected rings are composed of metro core and metro edge where a metro core ring
interconnects several metro edge rings, as shown inl-igpart from inter-metro-edge-
ring traffic, metro core rings also carry traffic from and toadehaul backbone networks.
Metro edge rings in turn carry traffic between metro coresiagd access networks, e.g.,
hybrid fiber coax, fiber-to-the-home, fiber-to-the-builglinetworks, and passive optical
networks. The traffic characteristics of metro core and metige rings are quite differ-
ent. Metro edge rings exhibit strongly hubbed traffic, wherest traffic originating from a
given access network is outbound toward the metro core hingontrast, traffic demands
in metro core rings are much more uniform, with any-to-amffic between all attached
nodes 10]. In this work we investigate the performance of dual-fibelifectional buffer
insertion rings under typical traffic conditions and pravidsight into their performance
limitations. To mitigate these limitations and improve thexformance of dual-fiber bidi-
rectional buffer insertion rings, we introduce and exanganmevel performance-enhancing
technique that we call “proxy stripping.” In brief, proxyrigiping is used by ring nodes that
are interconnected by an additional subnetwork that pesvghortcuts to the peripheral
ring network. Proxy stripping nodes pull packets from thegrand send them across the
shortcuts of the subnetwork. As a result, the performanckial-fiber bidirectional buffer
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insertion rings is dramatically improved, in particularden hubbed (hot-spot) traffic as
present in metro edge ring networks.

Wide Area Long—haul Backbone Networks
Metro Area

Access Area

HFC/FTTx/PON Networks

Fig. 1. Metro area networks: metro core rings interconnect metro edlge and connect
them to long-haul backbone networks.

The remainder of this paper is organized as follows. In thieang paragraphs we
review related work. Sectiod highlights the salient features of RPR. Sect®bdescribes
the concept of proxy stripping in greater detail. In Sectlame analyze the performance of
dual-fiber bidirectional buffer insertion rings with andtidut proxy stripping for arbitrary
traffic demands. In Sectiohwe provide performance results obtained by the analysis and
by verifying computer simulations. Sectiérconcludes the paper.

Related WorkAugmented ring networks that deploy additional shortcoksito the
ring in order to decrease the diameter and increase the lidtidef the network have
attracted considerable attention. For a graph-theotaticduation of various augmented
ring networks the interested reader is referred to Rdi.gnd the references therein. In the
area of wavelength division multiplexing (WDM) ring netwstkso-called meshed rings
achieve an increased spatial wavelength reuse factor lwdang alternative paths in ad-
dition to the fiber rings12, 13]. In meshed rings, multiple-wavelength routers are eguall
distributed among the ring nodes. Counter-directionaispat fiber, so-called chords, are
used to interconnect different pairs of wavelength rout&tgmenting ring networks with
a star subnetwork has already been addressed to some esdeiouly. Bellcore’s Star-
Track switch is formed from two internal networks, a broaleand-select single-hop star
WDM network based on optical passive star couplers (PSCsparalectronic unidirec-
tional token-based control rind 4, 15]. To access the star subnetwork, each node has one
fixed-tuned transmitter and one tunable receiver. The obtuken ring is used for mak-
ing reservations. After one ring round-trip propagatiofagedata packets are sent across
the star subnetwork. Star-Track does not allow for immedieig access due to the token
based protocol. A hybrid star-ring network based on mudtg@ntral wavelength routers in
parallel was proposed in RefL§]. All ring nodes are connected to the central wavelength
routers by either one or two pairs of fiber (so-called spakiesaddition, ring nodes are
interconnected by a small number of fibers around the ciretentce carrying protection-
switched traffic to standby spokes as well as residual wgriavelength channels. The
use of additional fibers in a ring around the periphery of thatiple-star network is one
of the key features that allows total fiber quantities to baimized. It was shown that,
for a single-path failure and uniform traffic, fiber requiremts are less than for a WDM
add—drop multiplexer ring, while greater resilience to tiple-path failures is provided.
The work focused primarily on path and wavelength routetgmtion strategies and did
not specify any medium access control (MAC) protocol. A nitesel star-ring architecture
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consisting of a star network on the upper level and multiplecatenated ring subnets on
the lower level was studied in RefL]]. The upper-level star network ensures high network
capacity, and its weakness in reliability is overcome bydbiecatenated ring subnets with
self-healing capabilities. The work concentrates on thgsigial transmission limitations
rather than protocols. Again, a MAC protocol for such a medifstar-ring architecture
was not provided and investigated.

In this paper we evaluate the throughput-delay performahegpacket-switched dual-
fiber bidirectional single-channel ring with and withoubpy stripping. Our work differs
from the aforementioned work as follows. As opposed to mesings, we do not use addi-
tional wavelength routers on the ring, and all proxy-stiriggnodes are fully connected in
a single-hop manner via the star subnetwork. In general,aalbset of the ring nodes are
directly connected to the star network. The applied MAC @ecot allows for immediate
medium access on the ring. The integrated ring-star netferks a single-level archi-
tecture. We note that in a companion paper we have specifitadt auonetwork based on
an arrayed-waveguide grating (AWG), and we investigatech#tevork performance for
uniform traffic in terms of mean hop distance, spatial wavgle reuse, and capaciiyj].

In this paper we investigate the throughput-delay perforeaaof the proxy-stripping tech-
nigue without specifying any particular star subnetworkolr investigations we consider,
apart from uniform traffic, also nonuniform symmetric angrametric traffic. The ob-
tained results aim at assessing the maximum achievableghpait-delay performance of
the proxy-stripping technique independent of any pargicetar subnetwork.

2. Resilient Packet Ring

As shown in Fig2, RPR is a bidirectional dual-fiber ring network with optiealectrical—
optical (OEO) signal conversion at each of tRenodes B-6]. Every node is equipped
with two fixed-tuned transmitters (FTs) and two fixed-tunedeivers (FRs), one for each
fiber ring. Broadcasting is achieved by means of sourcepstigp Each node has separate
transit and station queues for either ring. Specificallygach ring a node has one or two
transit queues, one transmission queue termed a stage, gueusception queue, and one
add_MAC queue that stores control packets generated bypcthénode.

Transit &
[FT] station
queues

i
o]

: queues
Optical' Electrical

ptical

Fig. 2. Generic Resilient Packet Ring (RPR) network and node architgectmnectind\
nodes.

RPR nodes operate in one of two modes: (i) single-queue mddedual-queue mode.
In single-queue mode the transit path consists of a singi®Fjueue termed the primary
transit queue (PTQ). If the PTQ is not full, highest prioiigygiven to add MAC traffic.
In absence of local control traffic, priority is given to irabsit ring traffic over station
traffic. In dual-queue mode the transit path comprises tveugs, one for guaranteed class
A traffic (PTQ) and one secondary transit queue (STQ) forsceagcommitted rate) and

© 2005 Optical Society of America
JON 6903 July 2005 / Vol. 4, No. 7 / JOURNAL OF OPTICAL NETWORKING 403



class C (best effort) traffic. In dual-queue mode, if both Rid STQ are not full, highest
priority is given to add_MAC traffic (similar to single-queunode). If there is no local
control traffic, PTQ traffic is always served first. If the PT€®mpty, the local transmission
gueue (stage queue) is served until the STQ reaches a cguiile threshold. If the STQ
reaches that threshold, STQ in-transit ring traffic is gipeority over station traffic such
that in-transit packets are not lost due to buffer overfloudthe transit path is lossless,
and a packet put on the ring is not dropped at downstream nodes

Furthermore, RPR defines fairness control algorithms tpatify how a congested
downstream node can throttle the transmission rate ofegstnodes by sending fairness
control packets upstream. RPR provides a number of advemtiagperformance features.
Among others, the counterrotating rings provide protecégainst any single link or node
failure, and the dual-queue operation mode enables setiffeeentiation, e.g., guaranteed
QoS. Moreover, because of OEO conversion at each node, B8R sageneration (reampli-
fying, reshaping, retiming) can be provided in the elealrdmain, which enables unam-
plified optical transmission between network nodes so thaxpensive optical amplifiers
are required.

3. Proxy Stripping

In RPR with destination stripping and shortest path routirgmaximum hop distance is
equal tohmax= [(N — 1) /2], whereby one hop denotes the distance between two adjacent
nodes. Let the mean hop distance be equal to the averageofatue minimum number

of hops a data packet has to traverse on its shortest pathargiven source node to all
remaining(N — 1) destination nodes. Owing to the symmetry of the ring netwibrlk mean

hop distance is the same for all (source) nodes. For unifoaffid, i.e., if a given node
sends a generated packet to any other node with equal pliopaBi(N — 1), the mean hop
distance of RPR is given by

P2 LN_l/ZJ._F(N—l)modZ N—1 O
TN-1 o2 TN 2 |
which reduces to
E_ N if N odd )
B % if N even ’

where[e] and|e| denote the ceiling function and the floor function, respetyi To see
this relation, note that, since a given source node can selpoth directions, two different
destination nodes are reached up to a hop coupNof 1/2], which corresponds to the
first term in Eq. (). The second term in Eql) accounts for the remaining (less than two)
nodes, which ar¢N — 1/2] hops away from the given source node. Note that for uniform
traffic the mean hop distance equals approximately for each fiber ring. Hence, under
uniform traffic up to four nodes can transmit on each ring $iameously. As a result, in
the bidirectional RPR network a total of up to eight nodestcamsmit data simultaneously
under uniform traffic.

To increase the capacity of RPR, we use dark (unlit) fibersxterconnect a subset
of ring nodes in order to provide physical shortcuts. (Ddbokeifs are abundantly available
in metropolitan regions, where public utility companies amew network operators make
use of their right of ways to build and offer a fiber infrasture that exceeds their cur-
rent needs.) In doing so, data packets take the shortctgsahsf traveling along the ring,
thereby consuming fewer bandwidth resources. As a consegu@acket transmissions
are bounded to smaller ring segments, and more transnsss&éntake place on the ring
simultaneously. Specifically, a subset of no&e < P < N, are attached to a central star
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subnetwork by means of bidirectional dark fibers. The plaa@nof theP nodes is done
according to the given traffic demands. More precisely, sdbat generate aridr receive
a large amount of traffic, e.g., hot-spot nodes, are besthadthto the star subnetwork to
benefit from the shortcuts of the star subnetwork. For unifaffic where each node gen-
erates and receives the same amount of trafficPthedes are best equally spaced among
the remaining ring nodes, as shown in RBdor N = 12 andP = 4. Thus, the placement of
theP nodes may be different in metro edge and metro core netwdegnding on the pre-
dominant type of traffic (hot-spot or uniform traffic). To gaatee minimum shortcuts in
terms of hops, the star subnetwork is assumed to be a singledtwork, i.e., alP nodes
are able to communicate with each other in one single hopowitrequiring any forward-
ing at intermediate nodes. The star subnetwork consistarffiber pairs, one per node,
and a central hub. Proxy stripping is not restricted to argcsje type of single-hop star
network, node architecture, or MAC protocol. The hub of tfze subnetwork can be either
a wavelength-insensitive PSC or a wavelength-routing AW@GhWPSC, the star subnet-
work forms a broadcast-and-select single-hop WDM star nddwehere each wavelength
provides one communication channel. If more communicatltannels are required, e.g.,
due to a larger number of attached ring noBeshe PSC can be replaced with an AWG.
As opposed to the PSC, the AWG allows for spatial wavelengthesi.e., all wavelengths
can be used at each AWG input port simultaneously withouttiegichannel collisions at
the AWG output ports, leading to an increased number of congation channels. In both
cases, access to the wavelengths of the star subnetwottitimged by means of random,
preallocation, or reservation MAC protocols. Unlike randand preallocation access pro-
tocols, reservation protocols use pretransmission coatidin by sending a control packet
prior to data transmission. Pretransmission coordinat@onbe done by broadcasting high-
priority control packets on either ring of RPR. It was showrRef. (4] that the latency
of high-priority (control) traffic is constant and equal teetround-trip propagation delay
of the ring, even under overload conditions. We note thatpifgposed proxy-stripping
technique does not require any specific star subnetworktactlre, node architecture, or
MAC protocol. Moreover, the star subnetwork does not nexrédgshave to operate at the
same line rate as the peripheral RPR network, as we will s8alisectiorb.D. For more
details on PSC-based single-hop star networks with diffenede structures and various
MAC protocols, the interested reader is referred to Ref§] &nd [20]. Various AWG-
based single-hop star network architectures in which eade s equipped with a single
tunable transmitter and single tunable receiver or an asfdixed-tuned transceivers in
conjunction with reservation access protocols are desdiiib Ref. R1]. In an AWG-based
star subnetwork in which each proxy-stripping node is eg@épwith an additional pair of
tunable transmitter and tunable receiver, the mean hoardist spatial reuse, and capacity
of the resultant hybrid ring-star network was examined ih R&].

To benefit from the shortcuts provided by the single-hop sténetwork, each of the
P nodes performs proxy stripping as well as source and déistmstripping. With proxy
stripping, each of th® nodes that is neither source nor destination pulls incordeig
packets from the ring and sends them across the shortcutetioea proxy-stripping node
that is either the destination of the data packets or cldeahe corresponding destination
node on the ring (by using the MAC protocol of the given siAgbe star subnetwork). In
the latter case the receiving proxy-stripping node forwdhe data packets on the shortest
path by choosing the appropriate ring. The destination riio@dly takes the data packets
from the ring (destination stripping), as illustrated iy F for source—destination pair A—
C. Note that packets undergo proxy stripping only if the stwdis provide a shorter path in
terms of hops, where a hop denotes the distance between jaceatinodes. Otherwise,
data packets remain on the ring until they are received byléiséination node, as shown
in Fig. 4 for source—destination pair A—B. (Practically, this candmme by monitoring
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Proxxoséggping

Fig. 3. RPR withN = 12 nodes, wher® = 4 of them are interconnected by a dark-fiber
single-hop star subnetwork.

Fig. 4. Proxy stripping in conjunction with destination stripping and shortatt puting
with source node A and destination nodes B and C.
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each packet’s source and destination MAC addresses anagnakable lookup at proxy-
stripping nodes with table entries indicating whether agidata packet has to be proxy
stripped or not.)

To formally describe proxy stripping let us introduce thikdwing variables for a given
pair of source nodeand destination node, wheres,d € {0,1,...,N—1}:

* his(s), hop distance between the source neded its closest proxy-stripping node.

* his(d), hop distance between the destination nddend its closest proxy-stripping
node.

* hying (s,d), minimum hop distance between the source nsdad the destination
noded on the ring, i.e., without proxy stripping.

* hstar(s,d), minimum hop distance between the source reated the destination node
d via shortcuts of the single-hop star subnetwork, i.e., witixy stripping. Note that
hstar(s,d) = hys () + 1+ hys (d).

Generally speaking, if the hop distance on the ring betwegves source nodgand desti-
nation nodel is small enough, the source node sends the data packet{s ang without
undergoing proxy stripping. More preciselyhifng (S,d) < hstar(s,d), then the source node
s sends the data packet(s) to the destination mbdlng the ring on the shortest path by
choosing the appropriate ring. The destination nddakes the transmitted data packet(s)
from the ring (destination stripping). Note that in thisedisere is no proxy stripping (like
node pair A-B in Fig4). Proxy stripping takes place onlylifing (s,d) > hstar(s,d), i.e., if
the shortcuts form a shorter path between nadesdd than either peripheral ring. Specif-
ically, source nods sends the data packet(s) to its closest proxy-stripping nddte that
the chosen direction does not necessarily have to be theaathat in shortest path rout-
ing on the bidirectional ring. This implies that all ring rexlare aware of the presence
and location of proxy-stripping nodes. As a consequenaekgia travel along smaller ring
segments, resulting in a decreased mean hop distancen@litely, data packets could be
sent in the same direction as in shortest path routing lutineal rings. In doing so, we
would obtain a larger mean hop distance. However, nodesdymtl need to have knowl-
edge about the location of tHe proxy-stripping nodes. Note that this would allow for
a transparent proxy-stripping dark-fiber upgrade of RPR liictv the remainingdN — P)
nodes do not have to be modified at all.) With proxy strippeach of theP nodes takes
the corresponding data packet(s) from the ring and sendiatiaepacket(s) across the star
subnetwork to the proxy-stripping node that is either thstidation node or closest to
the destination node. A given proxy-stripping node pullyyatata packets from the ring
whose source and destination addresses satisfy the amialitiy (s,d) > hstar(s,d). After
transmitting a given data packet across the single-hosstaretwork, the corresponding
proxy-stripping node receives the packet and, if necesfamyards it on the ring toward
destination nodel on the shortest path by using the appropriate ring. Degtimaioded
finally takes the data packet from the ring (destinatiorppirig). Beside proxy stripping
and forwarding data packets, proxy-stripping nodes alseigee traffic. Note that in this
casehrs (s) = 0. Again, if hying (s,d) < hstar(s,d), then the proxy-stripping source node
transmits the data packet on that ring which provides thetesiopath to destination node
d. Otherwise, ifhying (s,d) > hstar(s,d), then the proxy-stripping source nodeends the
data packet across the star subnetwork to the correspopairg-stripping node, which is
either the destination itself or forwards the data packetasds to nodel via the shortest
path ring.

Note that proxy stripping may be applied in both single-quand dual-queue modes
of RPR. In single-queue mode, proxy-stripped packets atrénpan additional queue at
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the corresponding proxy-stripping node for transmissicnoss the star subnetwork. After
traversing the star subnetwork, proxy-stripped packet®#her received by the respective
proxy-stripping node or, if necessary, are forwarded byipgthem into the correspond-
ing ring transit queue. In dual-queue mode, each proxpEtig node has two additional
gueues for transmission across the star subnetwork. Rtoioped packets are put into one
of these two queues according to their priority. After traitng the proxy-stripped pack-
ets across the star subnetwork they are either receivedebsetipective proxy-stripping
node or, if necessary, are forwarded by putting them intocttreesponding ring transit
gueue according to their priority. In doing so, proxy stifgppreserves the priority of all
packets. As for fairness, we note that each proxy-strippiode behaves like the regular
ring nodes, i.e., executes the same fairness control gigolike any regular ring node.
Thus, the fair transmission and reception of packets on idlieebtional ring network is
arbitrated by the RPR fairness control protocol. Fairnesthe star subnetwork has to be
provided by an appropriate protocol. For more details onraafacess protocol for the star
subnetwork we refer the interested reader to Ras. |

Proxy stripping also improves the network resilience. IrRRBpon detection of a link
or node failure the two ring nodes adjacent to the failed inknode switch all traffic
arriving on the incoming fiber onto the outgoing fiber to retiud destination node going
in the opposite direction. Thus the two ring nodes adjacerih¢ failure wrap all traffic
away from the failed link or node. In the process wrappeditrafavels from the source
node to the corresponding wrapping node, then back to thesamode, and onward to
the destination node along a secondary path, which in geisdianger than the primary
path in terms of hops, resulting in a rather inefficient usdaridwidth resources. With
proxy stripping, wrapped traffic may be taken from the ringhuy first encountered proxy-
stripping node and sent across the star subnetwork to thestapping node closest to
the destination node. As a result, with proxy stripping vpegh traffic makes use of the
shortcuts of the star subnetwork and thus has to travel eahbeckup paths, leading to
a more efficient use of bandwidth resources. Furthermorte that the star subnetwork
divides the ring network into separate domains, each beilgriecoverable from a single
link or node failure without losing full network connectiyi As a consequence, the hybrid
ring-star network is tolerant with respect to multiple taés, as opposed to the single-
failure tolerance of RPR networks.

4. Analysis

In this section, we analyze the throughput-delay perforeanf the dual-fiber bidirec-
tional ring both with and without proxy stripping. We notethn our analysis we do not
take fairness control into account. The obtained resuisraended to give the maximum
achievable throughput-delay performance of RPR and toigeecan upper bound that al-
lows the performance of the various proposed fairness algmtotocols to be compared in
order to see how far from the ideal they manage to perform.

4.A. Notation

Figure5 depicts the bidirectional ring topology. The symbols (+)l &r) denote the clock-
wise and the counterclockwise directions of the ring, respely. The number of ring
nodes equaldl, with P of them acting as proxy-stripping nodes, where 2 < N. For
simplicity we assume that the proxy-stripping nodes arealygspaced among the ring
nodes at the position= 0,n,2n,...,N —n, wheren= N/P.
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Fig. 5. Notation for ring direction and position of ring nodes.

Next, for a given nodé, we define’ andi” as follows:

i" =imodN, (3)

i’ =i modn, (4)

wherei” denotes the distance between a given ricaie the closest proxy-stripping node
in the (—) direction, as shown in Figs. The distance between a given nodand the
closest proxy-stripping node in the (+) direction is givenrb— i". The position of the
proxy-stripping nodes in-) and (+) directions next to nodeequalsi —i" andi —i" +n,
respectively. The distance and position of both proxypgpirig nodes next to nodeare
summarized in Tablé.

Table 1. Distance and Position of Proxy Stripping Nodes Next to Nodie
Direction Distance to Next Proxy Node
(=) P
(+) N—i
(-) i~
+) i—i"+N

Let f (i) denote the value of a given performance metric at npesy., the waiting time
an arriving data packet experiences in the transit queued#in To sum up the individual
values of contiguous ring nodes, we introduce the followdegjnition:

L[t r@sH)A(b-a <)
2 f)= g%’zzf”f<i’> @ > t)A (N <Y) 5)
=a else

Note that the above asterisked sum facilitates the notatiancluding the discontinuity at
the transition from = N — 1 toi = 0 in a convenient way. Otherwise, this transition would
always have to be treated as a special case below. The kstesism equals O if the lower
summation index is larger than the upper one, which is the i€se sum covers more than
N/2 contiguous ring nodes. The double-asterisked sum dodsawetthis restriction and is
defined in this paper as

b b ) . /
Zwmy:{zmﬂy) o<t o

P f() it >
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4.B. Assumptions
In our analysis we make the following assumptions:

* Single-queue mod&Ve examine the single-queue mode of RPR; i.e., each node is
equipped with one PTQ but no STQ. In addition, each node hasgéedransmit
queue.

« Infinite buffer sizeThe size of both the PTQ and the transmit queue at each node is
infinite. The infinite PTQ is well suited to model the losslasssit path of RPR.

 Proxy stripping Packets that are proxy stripped from the ring are put inéostiar
transmit queue of the corresponding proxy-stripping n&ekets that arrive from
the star and need to be forwarded on the shortest path towairddestination are
put into the corresponding transit queue of the receivirgxpsstripping node. As
a result, proxy-stripped packets that need to be forwardetth® ring are processed
like in-transit traffic and are thus given priority over Idlgagenerated station traffic.
Thus the scheduling of proxy-stripped packets that nee@ totwarded adheres to
the scheduling algorithm of RPR in that priority is given totiansit traffic over
station traffic, as described in Sectidn

» Propagation delayThe nodes are equally spaced on the ring. The propagatian de
between two adjacent ring nodes is giventbylhus, the round-trip time (RTT) of
the RPR ring equalblt, which denotes the propagation delay from a given source
node around the entire ring back to the same source node.

« Unicast traffic We consider unicast traffic, i.e., all data transmissiaespmint-to-
point.

» Poisson packet arrival proces$he packet arrival process at the transmit queue of
nodei is Poisson with a mean arrival rate d{i) packets per time unit, where<Q
i < N —1. Note that the Poisson arrival rates of different nodes atonecessarily
have to be the same.

« Arbitrary packet length distributiariWe consider variable-size packets with an arbi-
trary packet length distribution, wheEe[T,| denotes the mean packet transmission
time in time units.

 Arbitrary traffic matrix A packet arriving at source nodés destined for nodg with
probability p(i, j), where 0< p(i, j) <1, y'-3p(i,j) = 1, and 0<i, j <N - 1.
Thus, packets destined for noglarrive at the transmit queue of nodeith a mean
arrival rate ofA (i, j) = A (i) p(i, j). For each source—destination node gaif) the
amount of offered traffic is specified by the traffic matrix,agle elements are given
by p(i,j) = A(i,j) E[Ty]. Note thatp (i, j) measures the mean duration of arriving
packets relative to the time unit. Thys(i, j) = 1 denotes the maximum packet ar-

rival process with continuously newly arriving packets.
4.C. Performance Metrics

The performance of the networks is evaluated in terms of ndetay and mean aggregate
throughput, which are defined as follows:

< Mean Delay The mean delay denotes the average time period betweeat@ackal
at the source node and packet reception at the destinatimincsteady state. The
mean delay is given in time units.

* Mean Aggregate ThroughpuThe mean aggregate throughput denotes the mean
number of transmitting nodes in steady state.
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4.D. RPR with Proxy Stripping

The mean delay is equal to the weighted sum of the mean dklay) of each source—
destination node paiii, j). The weights are the elements of the traffic matrix and reprtes
the amount of traffic from source nodléo destination nod¢. The mean delay is given

by
1 N—1IN-1

P LIILIE Y

N—-1IN-1

ptot:i; J;)D(i,jf (8)

Depending on whether proxy stripping occurs or not, the meelay of source—
destination node paiii, j) is obtained as

d(i,j)—{ dring(iaj) if hring(iaj)Shrs(i)+1+hrs(j) (9)

with

trs (I) + dstar+ dsr (]) else )

where
Pring (i, j) = min{[i—j |,N—[i—][}, (10)

hrs(l)zmin{ll/7n—l/'}, le{i,j}. (1)

To see this, recall from Sectidthat proxy stripping does not take place if the path on the
peripheral ring is shorter than or equal to that using thetshts of the star subnetwork
in terms of hops, i.€hring (i, ]) < hrs (i) + 1+ hs(]). Otherwise, packets undergo proxy
stripping. The hop distance between a given ricatel the two neighboring proxy-stripping
nodes and the hop distance between source hadd destination nodg¢ on the ring are
illustrated in Fig.6. These distances are used to deterntifg (i, j) andhs(l) in Egs.
(10) and (1), respectively. As illustrated in Fig, without proxy strippingd (i, j) equals
dring (i, J), which denotes the mean delay encountered on the shongspaih between
source nodé and destination nodg With proxy stripping,d (i, j) equalsdrs (i) + dstar+

dsr (), whereds (i) denotes the mean delay encountered between sourcei rmodkits
closest proxy-stripping nodel,, denotes the time period required for transmitting the
corresponding proxy-stripped packet across the star swbrie andds(j) denotes the
mean delay encountered between destination nad® its closest proxy-stripping node.
Next, we need to calculatiing (i, j), drs (i), drs (j), anddstar

Fig. 6. Hop distances (a) between nadend neighboring proxy-stripping nodes and (b)
between source nodend destination nodg(in both directions).
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dring(i.J)
(@

dorl)

Fig. 7. Mean delay of source-destination node paif) (a) without proxy stripping and
(b) with proxy stripping.

The mean delagking (i, j) for a ring-only transmission without proxy stripping is com
posed of the mean waiting time (i) encountered at the transmit queue of source node
i, the mean packet transmission tirBgT,], the link propagation delay, and the mean
waiting timew; (k) encountered at the transit queues of nddestween source nodeand
destination nodg. The mean delaghing (i, j) is given by

Ching (1 1) it [((i<pDA(i—i<H)]v[i>Da(i-j>3)]
e (i) — ] Ging 01 it [i<pa(i-i>$]vii>Dai-i<)]
e %drjiLng(ivj)_F%drTng(Lj) if |i—j[=N/2 7
0 if (i=j)
(12)
with -
Ghing (i, 1) =W () +E [Tl +1+ 5 (wf (k) +1), (13)
k=1+1
i—1
Aing (1) =W () +E[Tl+ 3~ (wr (K)+1). (14)
k=]+1

As depicted in Fig8, two different cases have to be considered for either dmectvhich
is indicated by the upper indices (+) and)( In Eq. (L2), the first and second line of the
first “if” correspond to (a) and (b) in the figure, and the firatlasecond line of the second
“if” correspond to (c) and (d) in the figure (the third and foutif” are not illustrated in
the figure).

Similarly, the mean delagks (i) is given by

dis (i) ifo<i' <3
L) dE@) if i’ > 10
s (i) = 2dis (i) + 2d5 (i) ifi”=§ ’ (13)
0 ifi’ =0
with -
s (i) = we (i) +E[Tp] + 1+ Z (wi (k) +71), (16)
k=i—i"+1
i—i” yn-1
ds () =w () +E[Tl+1+ 5 (W (K)+T1). a7
k=i+1
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Fig. 8. Mean delayling (i, j) of a ring-only transmission without proxy stripping between
source nodéand destination nodg

Note that ifn is even, the number of regular ring nodes between two neigidp@roxy-
stripping nodes is odd. Thus, for evarone regular ring node between two neighboring
proxy-stripping nodes has the same hop distance to bothystoyping nodes, namely
n/2. In this case, nodes in the middle split their traffic equafid transmit the same amount
of traffic in both directions, resulting in improved load &ating. Reordering of the packets
at the destination node is done by higher-level protocélke(natively, packets could be
transmitted only in one direction according to a given aabion rule.)

Packets arriving from the star are put in the transit queu¢hefreceiving proxy-
stripping node and are forwarded toward their destinatioderj. The forwarded pack-
ets traverse all transit queues of the intermediate nodeseba the corresponding proxy-
stripping node and destination nofleAccordingly, the mean delads, (j) is given by

% ) o<y, <8
e >3
dor(j) =4 G () AN . ’
sr (1) 2dd (j) + 3d5. (j) if JN:% w
0 if ' =0
with -1
-
Gi)= 3 W+, "
k=j—j"
- J7]//+n
(=Y (W HR+1). (20)
k=]+1

The mean delaysiyr depends on the access control used in the star subnetwark. Fo
random and preallocation access contkg!;is given by

Nt
dstar=E [TpSIaq + EE (21)

whereE [T5'] denotes the mean packet transmission time on the star sudrkeand
Nt/mdenotes the propagation delay of the star subnetwork. Bervation access control
with pretransmission coordination via the ridgais given by

NT
dstar= NT+E [T + = (22)

whereNT represents the RTT of the ring. Note that in EGQ4) @nd £2) we assume that the
star subnetwork provides sufficient capacity such that thiéing time at the star transmit
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gueues of the proxy-stripping nodes is negligible. Thisiagstion is motivated by the fact
that in this work we aim at demonstrating the potential of pinexy-stripping technique
rather than addressing the design of a specific star subriet{ifor a more detailed analysis
of capacity-constrained star subnetworks that take nonzaiting times at the star transmit
gueues of proxy-stripping nodes into account, we referrterésted reader thppendix A
of this paper.)

Next, for the above expressionsdyfig (i, j), drs (i), andds (j) we need to calculate the
mean waiting time in the transmit quewg (i) and the mean waiting time in the transit
queuew;” (i) at nodei. Under the assumption that the packet arrival process atahsit
gueue is Poisson, the mean waiting times in both the trartgmite and transit queue were
analyzed in Ref.18] for the case of unidirectional rings. By extending thesaules to our
bidirectional ring we obtaim;™ (i) as

- (7 () +pi () E[TZ]
0 = 5 ()= o 1)) (1= e (1) EIT

(23)

andw (i) as
F(E[T2
we iy =5 OB (24)
2(1-pi (1)) E[Tp)

wherep;® (i) andp;” (i) denote the amount of traffic arriving at the ring transmitugseand
the ring transit queues of both directions (+) ang &t nodel, respectively (to be defined
shortly). In Sectiorb we show by means of extensive verifying simulations thatmalysis
provides very accurate results despite the simplifyinguaggion of Poisson arrivals at
transit queues. Next, we calculate the amount of traffiwiagiat the ring transmit queues
ot (i) and the ring transit queugs (i) at nodei for both directions (+) and-).

4.D.1. Ring Transmit Queues

The amount of traffip;" (i) that arrives at the ring transmit queue of nodad corresponds
to the direction toward the closest proxy-stripping nodsisiposed of the ring-only traffic
pi= (i) for that direction and all traffip?“!(i) that is sent via the star subnetwork. For the
other directionpi® (i) comprises the ring-only traffic for that direction.nifis even and the
nodei is located between two adjacent proxy-stripping nodesj’.e- n/2, the star traffic

is equally split and sent in both directions. The total amt@diraffic originating from node

i equalspi (i) = p¢ (i) +pr (i), wherep;™ (i) andp; (i) are given by

pit (i) ifo<i”"<n—i"
i) =9 p{t(i)+3pP() ifi =n—i" ; (25)
Pt () +pi)  if i >n=i"

o~ (i) if (. - o) v (u >n— |)
P (=1 o (i)+3p() ifi"=n-i" : (26)
pl= (i) +pPut(i) ifo<i’<n—i
As depicted in Fig9, source node sends packets directly on the ring without proxy
stripping up to destination node (i) in the (—) direction and up to destination node (i)

in the (+) direction. The remaining destination nodes aaehed by means of proxy strip-
ping. The nodes* (i) are given by

i+ 5] if i < |5
{ i+n ifi' =19 . (27)
=i g i 3]

(i) =
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(28)

Fig. 9. Destination nodes reached by source nddpwith proxy stripping and (b) without
proxy stripping.

Figure 10 shows the three different cases in the calculation’dfi). In Egs. €7) and
(29) the first “if” corresponds to (a), the second to (b), and thiedtto (c) in the figure.
Givenr= (i), we obtainp{™ (i), pf ~ (i), andpP!(i) as

(i)

ptr+(i): z* p(i,j)—{ (—%)p(i,rJr(i)) if [i—r*(i)|=N/2 , (29)
j=1+1
i—1 1/ v /s . . AN

)= 3 p(i,n{ P () I 1T=r M =N/2 g
= ()

o) {o | it (n=HA[["= 1) V(" =8])] 4

i—i"+n+n/

Fig. 10. Ring segments that are reached by source in@iteout proxy stripping.
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4.D.2. Ring Transit Queues

The amount of traffip; (i) that arrives at the ring transit queue of nade composed of
the forwarded ring-only traffipl= (i) and the traffip®* (i) forwarded either from or to the
star, depending on the position of nddélence p; (i) is given by

P (i) =pr (i) +p7 (i) (32)

As illustrated on the right-hand side of Fityl, the forwarded ring-only traffipl™ (i)
is composed of the traffic that originates from the nodesreefiodei and is destined to
nodes behind node In the figure, each arrow corresponds to a different noderbafode
i and covers the nodes behind ned&hus, for each directiop™ (i) is given by

o i) 'z—i (E?p )_{ (—Z)p(kr (K) if [k—r* (k) |=N/2 ) 33

k I=i+1

)/
m<n=z*<z

k=141

<m=Nm>. (34)

Fig. 11. lllustration of forwarded ring-only traffic.
Similarly, the trafficp$* (i) forwarded from (or to) the star is composed of the aggregate

traffic pi" (k) [or p?Ut(k) of Eq. 31)] of all nodes between the closest proxy-stripping node
before and all nodes behind nodevherep;” (k) is given by

oo it (n=3)A[(K=13])v(K=T31)]
& (k)_{ 57 Mgk else 2 2 e

For each directiop$* (i) is given by

l in . I n .
i—i"+1n/2) _in K ) 3P (I—I +§) if neven f0<i < |0
ki1 PU(K) 0 it 1 odd = 13
prr(i) = oty ) Eput(i—i"+Y) ifneven .,
0 it ("= 13)) v (" =131)
(36)
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l out ._.// n . "
ZL |I++[n/2j UKy — 5P (I i +2) if n even it0<i’ < 1]

0 if n odd
pr()=1¢ i1 in ) Lph(i-i"+Y) ifneven | oo T
S oy P (K : ( ) o (i"=0)v ("> T3])

. it (i"=13)) v (i"=131) (37)
37

Note that proxy-stripping nodes and nodes located in thellmiof adjacent proxy-stripping
nodes do not forward any star traffic.

4.D.3. Star Transmit Queues

To evaluate the forwarding burden caused by proxy strippirgalso calculate the amount
of traffic arriving at proxy-stripping nodes. The amount iaffic ps(i) that arrives at the
star transmit queue of nodei = 0,n,2n,..., (N —n), consists of the traffic to be stripped
from both rings and the traffic generated and sent by the pstriyping node itself via the
star subnetwork. Thugs (i) is given by

ps(i) =7 ((—1)) +p (1 =1)) +p0" () +pP (i +21)+p7 (i+1),  (38)
wherepfUt, o+, andp?~ are given in Egs.31), (36), and 37), respectively.

4.E. RPR Without Proxy Stripping

In this section, we analyze the throughput-delay perfoceaf RPR without proxy strip-
ping. As opposed to the above analysis, in RPR without prasigmng there is no star
subnetwork and the above equations are modified as follogsation Q) reduces to
d(i,j) = ding (i, J) and Eq. {) becomes

1 N—1IN-1
ptot Z) zop dnng (39)

The expressions for the waiting timeg (i) andw" (i) of Egs. 23) and @4) also hold
for RPR without proxy stripping. However, the calculatidrpg (i) andp;” (i) is different,
since in RPR without proxy stripping there is no star suboeétwFor the ring transmit
queues, Eqgs.26) and @6) reduce top;" (i) = pf™ (i) andp; (i) = p{~ (i), respectively.
Furthermore, Eqs20) and @0) have to be slightly modified as follows:

r (i)

[ L
)= 3 plif)-{ gPOT ) e (40)
j=1+1
i—1 (i r— (i .
o= 3 plp)-{ T e (@1)
j=r=()
wherer™ (i) andr~ (i) are given by
rt@i)=i+|N/2], (42)
r=(i)=i—[N/2]. (43)
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Note that without proxy stripping all nodes are reached kimring. Consequently, the
borders of ring-only transmissiom$ (i) cover the whole ring now. Each direction covers
one half of the ring corresponding to shortest path routimg) teaffic from source node
destined for the opposite ring node is equally split and sebbth directions. Similarly,
for the ring transit queues EqBZ) reduces tg; (i) = pf= (i). In addition, Egs. %3) and
(34) are modified as follows

p(j,rt(k)) if Neven
if Nodd |’

[@INE

o[
= 5 |5 ekn-{ (44)

k=r=(i)+1 \I=+1

ri)-1 /7 i-1 1 _
)= 3 “ k)~ { 2P(r (k) if Neven ) 45
P (I) k:zl+l <|=rz<k)p( ) { 0 if N odd ( )

5. Results

In this section, we conduct numerical investigations ofttireughput-delay performance
of RPR both with and without proxy stripping for differentaffic matrices. The default
network parameters are set as follows: the line rate of emthequals 5 Gb/s, the
signal propagation delay equ%so, wherec, = 3 x 10°m/s, and the circumference of
the bidirectional ring equals= 100 km, i.e., the RTT of the ring is constant and equals
Nt = 3I/2¢c,. The line rate of each dark fiber is assumed to be equal to 16.Glor the
packet size we use the trimodal distribution that is typycfalund in IP networks, as shown
in Table2. (We note that the emergence of new applications, e.g.eobdtstribution net-
works and media streaming, may result in different packagtle distributions on specific
links. However, on a large number of links the typical trirabpacket length distribution is
still valid [24].) Without loss of generality, we s& [Tgtar} = 0. To verify the accuracy of
our analytical model, we have also conducted extensivelations. In each simulation we
have generated £@ackets including a warm-up phase of Hxckets. Using the method
of batch means we calculated the 95% confidence intervalthéoperformance metrics.
As opposed to the analysis, in our simulations we do not asfmisson packet arrivals at
the transit queue of each node.

Table 2. Trimodal Packet Length Distribution
Length (bytes) Portion of Packets (%)

40 50
552 30
1500 20

In the following, we examine the throughput-delay perfonceof RPR and its limita-
tions under uniform, hot-spot, and asymmetric traffic. Werélby pay particular attention
to the effect of proxy stripping on the performance of RPR.

5.A. Uniform Traffic

Under uniform traffic a given node sends a generated pacletyt@ther node with equal
probability 1/ (N — 1). Recall from Sectiod that uniform traffic is typically found in metro
corerings. Figure$2and13depict the mean delay (given in multiples of the ring RTT)-ver
sus mean aggregate throughput (number of simultaneoasigrtritting nodes) both with-
out and with proxy stripping for different numbers of nodés {8,16,256}. As is shown

in Fig. 12, without proxy stripping the mean delay is equal to one fowftthe RTT for
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light loads, since for uniform traffic packets traverse amgth of the ring on average with-
out experiencing any significant queueing delay. For areeing offered load the channel
utilization increases until all bandwidth resources atgyfutilized. Under high channel
utilization, nodes have to wait for a longer time period talfthe channel idle, resulting
in an increased delay. The maximum mean aggregate through®PR is given by the
ratio of the number of links divided by the mean hop distansgr? whereh is given in
Eq. (2) of Section3. We observe from Figl2 that RPR achieves a maximum mean ag-
gregate throughput of seven to eight, dependingoNote that for smalN the analytical
and simulative results match perfectly, while for an insiegN the simulation provides a
slightly larger throughput. This is because we assumedsBoigacket arrivals at the transit
gueue of each node. With increasiNghe error caused by this simplifying assumption is
accumulated, resulting in a more pronounced discrepanayelea analysis and simulation,
where the analysis slightly underestimates the more teadignulation results.

Figure13 shows the effect of proxy stripping on the throughput-dgdagformance of
RPR usingP € {2,4} proxy-stripping nodes. (The three leftmost curves areFet 2,
the three rightmost curves are 8= 4.) Interestingly, using® = 2 proxy-stripping nodes
increases the maximum mean aggregate throughput of RPRasily= 8. In contrast, for
N = 16 and in particulaN = 256, usingP = 2 proxy-stripping nodes slightly deteriorates
the throughput-delay performance of RPR. This is becautbeprdxy stripping source ring
nodes send some of their packets to the closest proxy-stgpmdes rather than directly
to the corresponding destination nodes. As a consequérecpraxy-stripping nodes form
a hot spot whose attached ring fibers become more congedteihaieasing traffic load.
These congested fiber links prevent ring nodes from sendorg data packets, resulting in
a decreased throughput and a slightly increased delaytlZed@h increasingN andP = 2
fixed the congestion becomes more severe. The congestidredibeér links close to the
proxy-stripping nodes can be mitigated by increasing thmber of proxy-stripping nodes,
as depicted in FigL3for P = 4. We observe that the throughput of RPR uging 4 proxy-
stripping nodes is better than that of RPR without proxypgirig for allN € {8,16,256}.
Note that in Fig.13 analysis and simulation results match very well. This isdose with
proxy-stripping data packets are sent via the shortcuthi@fstar subnetwork and thus
traverse fewer ring transit queues on average. Consegutlerror due to the assumed
Poisson arrival at transit queues in the analysis is lessqorced.

Figure 14 shows the throughput-delay performance of RPR for differermbers of
proxy-stripping node® € {4,8,16,32,64} andN = 256 fixed. Obviously, the through-
put of RPR is dramatically improved by increasiRg For instance, by interconnecting
32/256= 12.5% of the nodes via a star subnetwork, ife= 32, a maximum mean aggre-
gate throughput of approximately 75 is achieved. CompaitdRig. 12, this translates into
a throughput improvement by a factor of almost ten. As is shiowrig. 14, the throughput
performance of RPR can be further improved by increaBirg the expense of more star
transceivers and dark fibers. Note that at light loads thenrdetay is slightly larger than
one fourth of RTT. This is due to the queueing delays encoedtat the ring transit queues
of the hot-spot proxy-stripping nodes.

So far, we have considered star subnetworks without pr&atiassion coordination over-
head, e.g., preallocation and random access protocols.ig; e transmission of proxy-
stripped packets across the shortcuts of the star subrleticonot imply any reservation
overhead. Figur&5 depicts the throughput-delay performance of RPR if chaaoetss on
the star subnetwork is arbitrated by a reservation protaithl pretransmission coordina-
tion for P € {4,8,16,32 64} andN = 256. Recall from SubsectiohD that with pretrans-
mission coordination control packets are broadcast al@éhgraing prior to data transmis-
sion, resulting in an overhead Nift time units (RTT). Consequently, the throughput-delay
curves are shifted toward higher delay values, as depinotéai 15. We observe from the
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Fig. 12. Mean delay versus mean aggregate throughput of RPR wiphaxyt stripping
for uniform traffic with differentN € {8, 16, 256}.
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Fig. 13. Mean delay versus mean aggregate throughput of RPRPwith2,4} proxy-
stripping nodes for uniform traffic with differeit € {8,16,256}.
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Fig. 14. Mean delay versus mean aggregate throughput of RPRPwitf¥, 8,16, 32, 64}
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Fig. 15. Mean delay versus mean aggregate throughput of RPRPwitf4, 8,16, 32,64}
proxy-stripping nodes and pretransmission coordination for unifoaffidrwith N = 256.
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figure that with increasing the mean delay increases. This is because with |&geore
packets are proxy stripped, leading to an increased amdanttrol traffic and thus larger
pretransmission coordination overhead. In the rest of #pep we consider star subnet-
works without pretransmission coordination.

5.B. Hot-Spot Traffic

Next we investigate RPR and the effect of proxy strippingterthroughput-delay perfor-
mance under hot-spot traffic. Recall from Sectiothat hot-spot (hubbed) traffic is typi-
cally found in metro edge rings. We define our hot-spot traffatrix as follows. Let node

i = 0 be the hub node (hot spot). Each node<i < N — 1, generates the same amount of
traffic p, wherep > 0. A given nodd, 1 <i <N -1, sends a generated packet to the hot
spot with probabilityh, 0 < h < 1, and to any other of the remainiity — 2) nodes with
equal probability(1—h) /(N —2). To examine both symmetric and asymmetric hot-spot
traffic, we introduce the parametarwhich controls the traffic generated by the hot spot
and the remainingN — 1) nodes. Specifically, the amount of traffic generated by hot sp

i = 0 and destined for any of the remainifig — 1) nodes is equal tahp, where 0< a < 1.
The amount of traffic generated by nodd <i < N —1, is multiplied by(1—a). Thus,

we have

p(1,0)= (1-a)hp, f1<i<N-1, (47)
. 1 . .
p('a]):(lia)(lih)mpv |f1§|7] SNflv (48)

wherea, h € [0, 1]. Table3 shows different types of traffic used in the subsequent nigader
investigations and the corresponding valuea ahdh.

Table 3. Generic Traffic Model

Traffic Type a h
Symmetric uniform 05 A(N-1)
Symmetric hot spot 0.5 1.0
Asymmetric hot spot (data distribution) 1.0 1.0
Asymmetric hot spot (data collection) 0 1.0

In this section, we concentrate on symmetric traffic vaite: 0.5. That is, a given node
and the hub node generate the same amount of traffic destineddh other. In Figd.6and
17we examine the throughput-delay performance of RPR withndtwith proxy stripping
under hot-spot traffic and compare it with that obtained uneéform traffic forN = 256.
Figurel6illustrates the throughput-delay performance of RPR withpwoxy stripping for
he {1/(N-1),0.5,1.0}. For uniform traffic, i.,e.h=1/ (N — 1) = 1/255, the maximum
mean aggregate throughput is upper bounded by eight, assdist above. However, for
nonuniform traffic the performance of RPR decreases draaiptiForh = 1.0, i.e., when
all nodes send packets only to the hub, the maximum aggrégateghput equals four,
which is half of that obtained under uniform traffic. Also, wbserve that for a mixed
traffic scenario witth = 0.5, i.e., when 50% of the generated packets are destined to the
hub while the other 50% are equally distributed among theaneimg (N — 2) destination
nodes, the throughput performance of RPR is still decreaggtficantly. The through-
put deterioration of RPR under nonuniform traffic is due te fact that packets traverse
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more intermediate nodes and thus consume more bandwidthroes compared with uni-
form traffic. As a result, fewer nodes can transmit simultarsty, which translates into a
decreased mean aggregate throughput.

—RPR -
h=1/(N-1) ——
DY St —

simulation ————

15 r

Mean Delay / RTT

05

Mean Aggregate Throughput

Fig. 16. Mean delay versus mean aggregate throughput of RPR withaxy stripping
for symmetric hot-spot traffic with € {1/ (N —1),0.5,1.0}, a = 0.5, andN = 256.
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Fig. 17. Mean delay versus mean aggregate throughput of RPRRwith32 proxy-
stripping nodes for symmetric hot-spot traffic whte {1/ (N —1),0.5,1.0}, a = 0.5, and
N = 256.

Figure 17 shows the throughput-delay performance of RPR ug$ng 32 proxy-
stripping nodes for both uniform and nonuniform traffic. @néionuniform traffic we ob-
serve the opposite behavior in RPR with proxy stripping carag with RPR without proxy
stripping. We observe that, under nonuniform traffic, seggiroxy-stripped traffic across
the shortcuts of the star subnetwork increases the maximaanraggregate throughput
dramatically. Note that fon = 1.0 proxy stripping increases the maximum mean aggregate
throughput of RPR by a factor of more than 30.
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5.C. Asymmetric Traffic

Next, we examine asymmetric hot-spot traffic. In Fig8 and 19 we investigate the
throughput-delay performance of RPR without and with prskypping under hot-spot
traffic with h = 1.0 for N = 256. Again, in RPR with proxy stripping we sBt= 32. In
both figures we considex € {0,0.5,1.0}. Recall thata = 0.5 corresponds to symmet-
ric traffic. The other two cases = 0 anda = 1.0 represent asymmetric traffic between
hub node and regular ring nodes. More precisely, wits 0 the hub generates no traffic
while the remaining N — 1) nodes generate only traffic destined for the hub. This traffic
scenario corresponds to data collection. Conversely, with1.0 only the hub generates
traffic for the remainindN — 1) nodes while the latter ones are completely idle. This traf-
fic scenario corresponds to data distribution. We obser@edhe to the symmetry of the
architecture both data collection and data distributioni@® the same maximum mean
aggregate throughput, which is half of that obtained unglemsetric traffic. As shown in
Fig. 18, for a € {0,1.0} the mean aggregate throughput of RPR without proxy strgppin
is not more than two, since the hub deploys two transceiwers,for each fiber ring. In
contrast, in RPR with proxy stripping the mean aggregateutnput is more than 60 and
thus dramatically larger than two for both data collectiod distribution. This is because,
apart from using the ring, the hub node also sends and recdatea via the star subnetwork,
leading to a dramatically increased mean aggregate thpauigh

5.D. Dimensioning of Star Subnetwork

In this section, we investigate the forwarding burden cdusge proxy stripping and the
resultant capacity requirements of the star subnetworkeatgr detail. Recall from Sub-
section4.D that the star subnetwork was assumed to provide sufficigpgiaily to carry
proxy-stripped traffic. In the following, we quantify thepzity requirements of the star
subnetwork that must be met in order to avoid a bandwidthdyaitk. To this end, we con-
sider proxy-stripping node= 0 under both symmetric uniform and symmetric hot-spot
traffic, i.e.,a =0.5andh=1/ (N — 1) orh= 1.0, respectively. To measure the capacity re-
guirement of nodé= 0, we use the ratio of the star transceiver load and the ramgteiver
load. The star transceiver load at ndde 0 is identical to the amount of traffjas (0) that
arrives at the star transmit queue of noge0 (given by Eq. 88) of Subsectiort.D.3). The
ring transceiver load at node= 0 is identical to the amount of traffic that arrives at one of
both ring transit queues of node- 0. We choose the ring transit queue that belongs to the
counterclockwise fiber ring. Thus, the ring transceivedlaanode = 0 is composed of
all traffic coming from the transmit and transit queues ofjhbbring node = 1. The ring
transceiver load at node= 0 is thus equal to the supj~ (1) +p" (1) +p'~ (1) +pS (1)
(where the individual terms are given by Eq30), (31), (34), (37) of Subsection.D,
respectively). Note that the ratio of the above explainad sansceiver load and ring re-
ceiver load indicates the required star transmission ratmalized by the arrival rate of
one ring. In other words, this ratio denotes the factor byciwhhe star transceiver of a
given proxy-stripping node has to operate faster than edhis ring transceivers in order
to provide sufficient capacity in the star subnetwork. Traisgach proxy-stripping node
the star transceiver may have to operate at a line rate thagher than the ring line rate if
the ratio is larger than one. Alternatively, each proxypging node may be equipped with
more than one star transceiver, each operating at the saenate as the ring transceivers,
in order to provide sufficient transmission and receptiquaciy in the star subnetwork.
Figures20 and 21 depict the ratio of the star transceiver load and the ringstaiver
load at node = 0 versus the number of nodés for symmetric uniform and hot-spot
traffic with P € {4,8,16,32 64}. Note that under uniform traffic node= 0 is one ofP
proxy-stripping nodes and thus represents the traffic pteg¢he remainingP — 1) proxy-
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stripping nodes as well. From Fig0we observe that the ratio increases for lafgemnder
uniform traffic. This is because with an increasidgnore nodes are attached to the star
subnetwork. Therefore, more nodes communicate with onthaneia the star subnetwork,
resulting in an increased star traffic volume. Also, we obeséhat for a giverP the ratio
decreases with increasirig. This is due to the fact that witR fixed and increasini\
more nodes communicate with each other via the ring ratltzar the star subnetwork. As
a consequence, the ring traffic increases and the star teffieases, leading to a smaller
ratio. In summary, for uniform traffic it appears to be readua to use a moderate number
of proxy-stripping node® compared with the number of nodlis Thus the traffic load is
well balanced between the ring and the star subnetwork. dere choosing a moderate
number of proxy-stripping nodd® requires fewer dark fibers and star transceivers, each
operating at a line rate that is slightly larger than thathefiting transceivers.

Next, let us consider the ratio under hot-spot traffic, assshim Fig. 21. Again, we
observe that with increasirigthe ratio becomes larger. Note, however, that under hdt-spo
traffic the ratio is significantly larger than under unifornaffic. This is because now all
nodes have traffic destined only for hot-spot n@de 0, which in terms of hops is best
reached via the shortcuts of the star subnetwork. To use 8festcuts, regular ring nodes
send their hot-spot traffic toward their closest proxypgtimg node, which then transmits
the traffic directly to node = 0 across the star subnetwork. Due to the lack of traffic be-
tween regular nodes the utilization of the ring is ratherlsommpared with the star sub-
network. As a result, the ratio is much larger under hot-spah under uniform traffic.
Furthermore, we observe from Figl that for a givenP the ratio does not decrease for
increasing\. Instead, for a givel there are certain values bf that provide a smaller or
larger ratio, where the difference between the small argklaatios becomes more pro-
nounced with increasing. Note that for each value d? the oscillations between small
and large ratios become gradually smoother with increallinhe reason for this is as
follows. The number of regular ring nodes next to hub noée) is equal toN/P —1) in
each direction. Among these nodé&\ /P — 1) /2] nodes send their packets to nade 0
via the ring while the remaining(N/P — 1) /2| make use of the star subnetwork. Now, by
gradually increasingN/P — 1) every second node sends its hot-spot traffic to nodé®
either directly on the ring or via the star subnetwork. Assatg only one of the transceiver
loads at nodé = 0 is increased, i.e., either the star or the ring transcéozet, while the
other one remains unchanged, resulting in oscillationshefratio. The oscillations be-
come smoother because the relative traffic contributiormaohaewly added node becomes
smaller for increasingN/P — 1).

Given the number of ring nodeé$, number of proxy-stripping nodé and traffic type
(uniform, nonuniform), the star subnetwork can be designaih that the above mentioned
ratio of star transceiver and ring transceiver loads issBad. For a small ratio aridr
smallP the star subnetwork may consist of a PSC with one star travesce each proxy-
stripping node, whereas for a large ratio aodlargeP each proxy-stripping node may be
equipped with an array of transceivers attached to a wagtienouting AWG-based star
subnetwork that provides a large number of communicati@mohls because of extensive
spatial wavelength reuse, as discussed in Seé&tion

6. Conclusions

Optical metropolitan area ring networks with destinatitsipping and shortest path routing
such as RPR will be primarily used in metro interconnectedsithat consist of metro core
and metro edge rings whose traffic demands are completdgratit. We have shown by
means of probabilistic analysis and verifying simulatitimet the throughput-delay perfor-
mance of RPR decreases dramatically under nonuniform syricraad asymmetric traffic,
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which is typically found in metro edge rings. In metro edgegs with hot-spot traffic de-
mands the maximum aggregate throughput of RPR is reduceadftofthat obtained under
uniform traffic. To mitigate this shortcoming of RPR, we haescribed and evaluated the
proxy-stripping technique that can be used to improve theutfhput-delay performance
of RPR both under uniform and hot-spot traffic significarféigr uniform traffic, intercon-
necting 32 of 256 ring nodes via a star subnetwork increfsasmitiximum mean aggregate
throughput of RPR by a factor of almost ten.

We have seen that the number of proxy-stripping ndtesist be chosen properly. P
is chosen too small, the fiber links close to the proxy-sirigmodes become congested and
form a bottleneck, resulting in an underutilized star silvoek and a deteriorated overall
throughput-delay performance. One approach to allevissecongestion might be the use
of transparent proxy stripping, where ring nodes are notr@wé proxy-stripping nodes
and thus do not create this type of hot-spot traffic on the. i@gthe other hand, a larde
requires too many star transceivers and dark fibers fordoterecting the proxy-stripping
nodes. A moderate number of proxy-stripping nodes appgaoidde a reasonable trade-
off between throughput-delay performance improvementRiRRind costs.

The star subnetwork is best built by using dark fibers, whiehe®dundantly available in
metropolitan regions. Depending on the number of ring nodesber of proxy-stripping
nodes, amount and type (uniform, nonuniform) of traffic dedsthe star subnetwork has
to be designed not only to provide enough capacity to prasigged and shortcut traffic but
also to balance the traffic loads on both rings and the staretwlork. Apart from the design
of an efficient star subnetwork, fairness control in prokypping ring-star networks is
another avenue for future research. In our ongoing work wénaestigating the protection
and restoration in ring networks with proxy stripping.

Appendix A.

In this appendix we analyze the mean waiting time in the starsimit queue of proxy-
stripping node, wherei =0,n,2n,..., (N —n). Let the continuous-time proceghl (t) },~
denote the system size (i.e., all packets waiting in the gaeal the packet currently being
transmitted) at timé. Note that{N (t) },-, is a non-Markovian process. Next, we embed a
Markov chain on{N (t)},-o. At any given timet we consider a pair of random variables
N (t), the number of packets in the system, a(d), the transmitting time already spent on
the packet under service, if any. The vecfdr(t), X (t)},-, is a continuous-time Markov
process. We observe the system at the end of each packenisaim, which we call
departure instant henceforth. ligt n € N, be the departure instants aNdt,) denote the
number of transmitted packets at time instgatFor our queueing system with Poisson
arrivals we obtain the following properties:

« The probability that an arriving packet findgackets in a given star transmit queue
equals the probability that packets have already been transmitted. In equilibrium
this probability is also equal to the probability that themher of packets in the
system equals.

* The transitions of the process occur at the departureritstta Thus,{N (tn) };~¢ IS
a Markov chain. N

Next, letR_ denote the distribution of the packet transmission tifpeThe Laplace trans-
form of F_ is then given by

L* (1) = /:e’“dFL t)  with —L*Y(0) =E[Ty ::5 (A1)
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independent of. Let A(i) denote the number of arrivals during the service (transom$s
time of a given packet. Conditioned on that duration, we get

2 exp[—As(i)t] [As(i)t]
0 r!

k (i):=P(AG) =1) = | dR(t), 1=01.., (A2
wherehs(i) = ps(i) /E[Tp] andps(i) is given in Eq. 88). By using the probability gener-
ating function

0

G (0= 3 k()7 = [ [ exp(= D) Asli) T} 6R (0 = L s (1) 20)T), (A9

we obtain A i)
i s [ .
E[A =Gy (1) = A ()L™ (0) = T( = p(i). (A4)
With X, denoting the number of packets transmitted prior tathgpacket and\, denoting
the number of packets that arrive during the service (trégssom) time of thenth packet

we obtain the following Lindley equation

soq— | X THAw i X >1
T A if Xo=0 °

Note thatA, is independent af, i.e.,A, = Afor all n. Next, letp;; be the transition proba-
bilities of the denumerable Markov chafiX, },,- o, Which are given by

(A5)

pij =PXnr1=J | X =i). (A6)
Clearly,
f Kjip Wfi>1j>i-1
p”{o ifi>1j<i-1" (A7)

and poj = Kj, where > 0. Note that the transition probability matrix is irredueiland
aperiodic. It can be shown that the Markov chain is persistennull and hence ergodic.
According to the ergodic theorem the steady-state praitiabiare given by

pj:=lim p’, j=012.., (A8)
independent of the initial stateHence, the probability generating function is given by

(i) (i)
(i B [1_GA (1)} (1-1)G, (1)
G(pi)jzo s GY (1) -1 ’ (A9)

and by setting.;ﬂ)/ =p(i)wegetforO<p(i)<1

(i) C-p()](A—1)L*(As(i) —As(i)T)
G(pj)jzo (T) = L* ()\s(i) 7)\50)1_) 1 , (AlO)

which is known as the generalized Pollaczek—Khinchine tbdamLetW (i) denote the
waiting time in the star transmit queue andWgf; (t) denote its distribution function. From
Eqg. (A10) we then obtain, fop (i) < 1,

« o T(1-p(i)
Wai (U = .= @) (A11)
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which is known as the Pollaczek—Khinchine transform formmdio get the moments we
differentiate this formula

LK (0) = (~1)*E [T")‘} . k=12,....

With L'Hospital, we finally get

E Wy i) = 57

21 As(i) 1
1—p(i))E Ts] = ) (var[Tp] + H) . (A12)
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