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Adaptive Video Transmission Schemes Using
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Abstract—A variety of error resilience and scalable coding
techniques have recently been proposed to facilitate the delivery
of video over best-effort networks; a common drawback of these
techniques is reduced compression efficiency. Also, MPEG-7
descriptors have recently been developed for the purpose of in-
dexing. In this paper, we propose to employ MPEG-7 descriptors
to improve the quality of the video delivered over best-effort
networks. In particular, we propose a video transmission system
that uses the motion activity descriptors to ensure robust video
transmission. A novel motion activity extraction technique is
proposed, which relies on a neural network approach. By consid-
ering several low-level visual features, our proposed extraction
approach achieves high consistency with subjective evaluations
of motion activities. In order to demonstrate the benefits of the
proposed transmission system, we develop a selective packet drop-
ping scheme that can be applied in case of network congestion.
Simulations demonstrate that the reconstruction quality of the
proposed congestion scheme can surpass conventional schemes by
1.2 dB. The network performance of the proposed transmission
system when video sequences are coded into single layer or scal-
able layers is presented. We also present a transcoding scheme
that achieves the optimal reconstructed quality by exploiting the
motion activities of the underlying video sequence.

Index Terms—Congestion control, motion intensity level,
MPEG-7 descriptors, transcoding.

I. INTRODUCTION

THE transmission of compressed visual information over
unreliable networks that cannot guarantee timely and

lossless data delivery, such as the best-effort Internet and
wireless networks, can result in poor reconstructed video
quality. To improve the video quality, a variety of error re-
silience techniques has been developed. Data partitioning,
resynchronization markers, and intra-refreshment, for instance,
represent the common resilient techniques that are available
in the MPEG-4/H.264 encoders [1]–[3] to mitigate the error
propagation effect that arises when losses affect the intra-coded
frames that are used as references for the encoding of the
inter-coded frames. Since error resilience cannot completely
overcome the error effect and the excessive use of the resilience

Manuscript received February 11, 2003; revised May 10, 2004; accepted
March 7, 2006. The work was upported in part by the National Science
Foundation through Grant ANI-0136774. This paper was recommended by
Associate Editor J.-R. Ohm.

O. A. Lotfallah and S. Panchanathan are with the Department of Computer
Science and Engineering, Arizona State University, Tempe, AZ 85287 USA
(e-mail: Osama.Lotfallah@asu.edu; oslatif@asu.edu; panch@asu.edu).

M. Reisslein is with the Department of Electrical Engineering, Arizona State
University, Tempe, AZ 85287 USA (e-mail: reisslein@asu.edu).

Digital Object Identifier 10.1109/TCSVT.2006.877387

tools results in poor compression efficiency, more advanced
schemes are necessary. Layered coding is a potential solution
that splits the video stream into a base layer and a number of
enhancement layers. The base layer can be a reduced quality
or small frame size video stream and each enhancement layer
improves the quality or resolution of the video. In general, un-
equal error protection schemes are used in conjunction with the
layered coding since the base layer is more important than the
enhancement layers [4]–[6]. Unfortunately, such layered coding
typically results in a significant reduction of the compression
efficiency. We also note that a variety of approaches employing
per-packet rate-distortion optimization as well as adaptive
buffering and scheduling of video packets have recently been
proposed to alleviate congestion, reduce packet losses and,
thus, improve the reconstructed video quality, see for instance
[7]–[10]. These approaches are complementary to our work in
that we propose a novel motion activity extraction technique
and demonstrate how the extracted motion level can be used
for low-complexity mechanisms that enhance the video trans-
mission system, for instance by adaptively dropping packets
according to the motion activity level. We note that there have
been some efforts on taking video content into consideration in
video communication, see for instance [11], [12]. These works
employ low-level visual features that are not consistent with
the general purpose descriptors recommended by MPEG-7,
which we adhere to in this study. Also, while these low-level
visual features are useful for specifying the bandwidth needed
to transmit the video stream, they do not take the quality of the
reconstructed video streams into account, which we strive to
maximize with our schemes.

In this paper, we propose novel techniques for improving the
video quality, which do not affect the compression efficiency of
the underlying encoder. The basic idea of our approach is that
during the transmission over an unreliable network a video ex-
periences typically a high variability in the available (channel)
bit rate and in the packet loss ratio. At the same time, the motion
intensity in the video scenes typically changes from low to mod-
erate or high motion scenes. Importantly, the effect of packet
loss is typically different for video scenes of different motion
intensity. For low motion intensity scenes, the loss could be suc-
cessfully hidden by simple error concealment techniques such
as copying [13], while error concealment techniques may not
be effective for high motion scenes. Our adaptive transmission
schemes judiciously consider not only the channel conditions
but also the visual content.

Video streaming servers commonly employ MPEG-7 de-
scriptors of their multimedia contents so that users can access
the media contents with a search engine. In general, some of
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Fig. 1. Framework for proposed video transmission schemes.

MPEG-7 descriptors are highly correlated with the network
behavior (e.g., traffic characteristics, loss sensitivity) of the
video and media. However, current video transmission schemes
do generally not exploit MPEG-7 descriptors. We propose
a framework for video transmission that exploits MPEG-7
descriptors for video transmission as shown in Fig. 1. Initially,
the video sequence is segmented into a number of shots, which
are the smallest logical unit of the video sequence that has
a consistent visual content. Subsequently, the original video
signal is compressed using MPEG-4 coding schemes that use
the shot boundaries to enforce intra-coded frames. Therefore,
each video shot is not only independently coded but also
randomly accessible. The compressed video streams as well as
shot segmentation statistics are used for extracting the MPEG-7
descriptors. The transport application can then adaptively
transmit the video according to the current network conditions
(channel bandwidth variations) and the visual content of the
video. The received video stream is decoded and the impact
of any channel losses, which were already kept small by the
adaptive transmission, can be mitigated by an appropriate con-
cealment method. The transport application can aid the error
concealment by providing information about error location
and possibly the underlying MPEG-7 descriptors. One of the
benefits of the system architecture depicted in Fig. 1 is it allows
for flexible implementation in packet lossy networks, such as
the Internet as well as wireless networks.

We consider motion descriptors in this study as motion is a
key characterization of the visual content of a shot. Also, shots
with different level of motion are more or less amenable to error
concealment as noted above, which can be exploited for sig-
nificantly improving the reconstructed video quality, as demon-
strated in this study. The motion descriptors that have currently
been selected by MPEG-7 cover an ample range of complexity
and functionality and enable MPEG-7 to support a broad range
of applications [14]. In this paper, we concentrate on the mo-
tion intensity/activity level descriptor. The automatic extraction
of the motion descriptors remains a complicated issue because
motion is a mixture of object and background (i.e., camera) mo-
tions that affect the represented color, shape, and texture fea-
tures. Therefore, we propose an automatic extraction scheme of
the motion intensity/activity level descriptor using an up-to-date
artificial neural network. Neural network solutions can achieve
high accuracy and also be consistent with human judgments. In
order to exploit the extracted MPEG-7 descriptors, a congestion
control scheme is proposed that selectively drops packets. We
note that the packet prioritization could also be based on non-
standard content descriptors, but we focus on MPEG-7 com-

pliant content descriptors to allow interoperability with other
applications, such as video search and retrieval.

This paper is organized as follows. In Section II, we review
the existing techniques for extracting the MPEG-7 motion in-
tensity/activity level descriptor of a shot and propose our novel
neural network based technique. In Section III, we introduce a
packet prioritization scheme that considers the motion activity
levels in packet dropping. The proposed congestion control
scheme is presented in Section IV and evaluated through sim-
ulations. In Section V, we compare the network performance
for single-layer and fine granularity scalable (FGS) coding
schemes. In Section VI, we examine the effect of motion
activity levels in video transcoding applications and introduce a
new dimensionality in the transcoding parameters that improve
the quality of the received images. Finally, the conclusions are
presented in Section VII.

II. EXTRACTING MPEG-7 MOTION INTENSITY DESCRIPTOR

Extracting the temporal construction units of a video segment
is an essential prerequisite for identifying the features of the un-
derlying visual content. We segment the video into shots, where
a shot is defined as a sequence of frames captured by a single
camera in a single continuous action in time and space, and for
which simple algorithms are available [15], [16]. We employ
shot detection algorithms that work in the uncompressed do-
main, which enables us to code the first frame in every shot as
intra-frame. In particular, we combine the color histogram tech-
nique [15] and the intensity scaling techniques [17], [18] to de-
tect shots.

In general, a video is composed of a wide range of shots that
vary from low to high motion activities [19], [20]. The MPEG-7
standard represents the intensity of the motion activity by an
integer lying in the range 1–5 where a high value indicates high
activity while a low value indicates low activity [20]. Thus, the
five scale levels could be described as: 1) very low intensity; 2)
low intensity; 3) medium intensity; 4) high intensity; and 5) very
high intensity. In this section, we first briefly review existing
schemes for extracting the motion intensity and then introduce
our novel extraction approach.

In [21], the macroblock type is used to compute the motion
activity levels. More specifically, the ratio of the number of
intra-coded macroblocks and macroblock without motion vec-
tors to the total number of macroblocks in a frame is consid-
ered. In order to specify the motion activity level between suc-
cessive frames, this ratio is logarithmically quantized into five
levels such that large ratios are assigned to low motion activity
levels. Moreover, the distribution of motion intensities inside the
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Fig. 2. Distribution of the variance of the motion vector magnitudes of different
motion activity level.

shot is expressed as the histogram of the motion activity levels.
Therefore, the motion intensity histogram descriptor is repre-
sented as ; where is the percentage
of P-video object planes (P-VOPs) that correspond to the
motion activity level [21].

Various statistical analyses of the motion vector magnitude,
which is available from the compressed MPEG video, have been
proposed for extracting the motion level, see for instance [22],
[23]. In these analyses the mean, variance, standard deviation
or the maximum of the motion vector magnitudes is quantized
into nonuniform ranges corresponding to each motion activity
level. Hence, small motion vector magnitudes are matched with
low activity level between successive frames. The extension of
this procedure to implementation for video shots that contain a
number of frames can be achieved by averaging these motion
vector magnitudes in the entire shot [23].

Existing procedures for estimating the motion activity level
capture the motion activity through analyzing a specific param-
eter between successive frames. The extracted parameter is a
decimal number that maps into a motion activity level. Addi-
tionally, the parameter values are divided into five disjoint sets
that correspond to the motion activity level. Fig. 2 shows the
variance of the motion vector magnitudes for different motion
activity levels. The axis represents the average (over the video
shot) of the variance of the motion vector magnitudes (over the
video frame). The shot activity levels are based on our ground
truth set, which is explained in the following paragraph. We ob-
serve from Fig. 2 that splitting the variance of motion vector
magnitudes into five disjoint sets results in significant error in
specifying the motion activity level. The accuracy of this and
other existing techniques is limited because typically only one
parameter is used to extract the motion activity level, although
motion activities have complex relationships with many visual
features. In order to efficiently capture the motion activity level
in a shot, multiple parameters need to participate in the process.
For example, a talk show shot that contains a mixture of back-
ground colors can result in high motion vector magnitudes al-
though a human perceives the shot as having low motion ac-
tivity. Moreover, the extraction method has to guarantee that
the motion activity level of a shot is independent of the un-
derlying coding scheme. Therefore, we propose an extraction
scheme that avoids these drawbacks and is automated by devel-

oping an intelligent neural network that emulates the opinions
of human beings.

We randomly selected 1000 video shots of various durations,
extracted from six different video programs, namely three dif-
ferent movies (Jurassic Park, Terminator, and Star War), an an-
imated movie (Lady Tramp), and a TV production video with
commercials (Tonight show and Football). Considering such di-
versity of productions supports the generality of the drawn con-
clusions and also the proposed schemes. We selectively added
20 more video shots of activity level 5 to increase its representa-
tion in the ground truth that is used to train our proposed neural
network. We used ten human subjects to evaluate each video
shot. A warm up period was conducted before human subjects
were shown the video shots. A number of video shots of var-
ious activity levels were displayed, accompanied by the antici-
pated activity levels. We followed the experimental guidelines
presented in [23], [24]. Since we used a large ground truth, the
assessments with human subjects were conducted in several ses-
sions of about 20 min each over a few days. This avoided human
subject fatigue and at the same time allowed for including a large
number of video shots in the ground truth.

In general, the human perception of the motion activity in
a shot may differ, and not all human subjects may agree on
the same judgment. For example, some human subjects may
perceive the motion activity in a “car chase” shot as level 4,
while others perceive the motion activity as level 5. Table I
shows the mean absolute differences for all ten human subjects
used to evaluate a given shot, compared to the mean opinion
of all human subjects. The average difference for each human
subject is denoted “avr_sub.” Our subjective experiments pro-
duced small differences in human estimates of the motion ac-
tivity level. This can be attributed to: 1) the large number of
video shots used in the ground truth; 2) selectively adding video
shots of under represented motion activity levels; 3) using a
warm-up period as recommended in [23], [24]; and 4) using five
scales to estimate the perceived motion activity level, which is
consistent with the MPEG-7 standard. Table II shows the dis-
tribution of the human subjective evaluations around the mean
opinion point. On average, more than 50% of the human subjects
evaluated the motion activity of a video shot to be equivalent to
the mean opinion point, see the second column of Table II. In
addition, more than 95% of the human subjects evaluated the
motion activity of a video shot to be equivalent to 1 around
the mean opinion point, see the third column of Table II.

A. Extracting Visual Features From the Compressed Domain

The number of parameters, from the compressed video do-
main, that highly correlate with the motion activity level is lim-
ited. The amount of motion activity among consecutive frames
affects the motion vector values as well as macroblock types.
When object movements in a shot are fast and irregular, motion
compensation techniques become inefficient, and the number of
intra-coded macroblocks increases significantly, i.e., the ratio of
intra-coded macroblocks increases as the motion intensity in-
creases. In addition, irregularities in the object movements result
in a dispersed motion vector distribution. On the other hand, reg-
ular camera/object movement, e.g., a camera pan or panorama
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TABLE I
MEAN ABSOLUTE DIFFERENCE OF EACH HUMAN SUBJECT TO THE MEAN VALUE OF THE GROUND TRUTH

TABLE II
DISTRIBUTION OF HUMAN SUBJECTIVE EVALUATIONS

shot, which is perceived by human subjects as low motion ac-
tivity results in a dominant motion vector. This dominant motion
vector is coded in most macroblocks of the compressed video
frames. Therefore, the distribution of the motion vectors around
the dominant motion vector is proportional to the human per-
ception of the motion intensity. We capture this effect by ex-
tracting the ratio of the macroblocks that have motion vectors
equivalent to the dominant motion vector. In order to smooth
out small fluctuations around the dominant motion vector that
might result from the underlying video coding scheme, a dif-
ferent metric is computed, which accounts for macroblocks that
have motion vectors in the range around the domi-
nant motion vector. This metric not only absorbs the small mo-
tion fluctuations but also emphasizes that the proposed extrac-
tion scheme can be applied to any coded video stream regardless
of the underlying quantization scale or frame rate. The motion
related parameters are obtained from P-VOPs, which make ref-
erence to previous frames. The following equation expresses the
general structure of our proposed metrics:

ratio (1)

where is the total number of macroblocks in the video
frame, and denotes one of the following.

1) The number of intra-coded macroblocks in the current
frame.

2) The number of macroblocks with motion vector equal to
the dominant motion vector.

3) The number of macroblocks with motion vector in the
range of around the dominant motion vector.

The extracted motion related parameters capture the move-
ment activities between successive frames. The intra-mac-
roblock ratio is directly proportional to the level of the motion
activity, while the motion vector ratios are inversely propor-
tional to the motion activity. In order to specify the overall
motion activity for a video shot, statistical analysis of these
parameters is applied. First order statistics such the mean value,
and second-order statistics such as the variance around the

Fig. 3. Architecture of multilayer perceptron network.

TABLE III
MEAN ABSOLUTE DIFFERENCE OF MLP OUTPUTS COMPARED TO THE GROUND

TRUTH VALUE (average MLP = 0:4781)

mean value are reasonable approximations of the statistical
behavior of the motion activity of a shot. Therefore, each video
shot is represented by six different parameters [the mean and
variance of ratios (1), (2), and (3)] that are used as inputs to
the subsequent artificial neural network stage that estimates the
shot activity level.

B. Artificial Neural Networks (ANN)

Multilayer perceptron (MLP) neural networks are general-
purpose, flexible and nonlinear models consisting of a number
of simple computational units (neurons) that are organized into
multiple layers. In order to design complex models using an
MLP, the number of layers and the number of neurons in each
layer can be increased. An MLP is capable of accurately pre-
dicting the relationship between input vectors and their corre-
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TABLE IV
PERFORMANCE OF VARIOUS PARAMETERS USING THE MEAN ABSOLUTE DIFFERENCE TO THE GROUND TRUTH VALUE

TABLE V
ERROR RATIO OF VARIOUS SCHEMES USING THE PAIR-WISE COMPARISON

sponding outputs if enough data are available. Therefore, the
MLP is known as a universal approximator. Fig. 3 illustrates a
typical MLP network, which consists of an input layer, one (or
more) hidden layer(s), and an output layer with one neuron per
class [25].

When an input vector is presented at the input layer, the net-
work neurons apply calculations that eventually result in a spe-
cific output pattern, which indicates the appropriate class for
such input data. Every neuron in a particular layer is connected
to every node in the next layer. These connections carry weights,
which need to be adjusted during the training phase. In the
learning process a set of diverse training examples is input to
the MLP network along with their corresponding output values,
which are of binary nature in the case of classification prob-
lems. Among the algorithms used to learn (or design) the MLP
models, the scaled conjugate gradient (SCG) uses second-order
information from the neural network. The performance of the
SCG has been benchmarked against the performance of the stan-
dard backpropagation algorithm [25]. To specify the appropriate
number of hidden neurons, it is recommended to have a set of
data to train the network and a separate set to test the perfor-
mance of the network for such particular number of hidden neu-
rons. The optimal number of hidden neurons generates the best
performance under the same training set [25]. After designing
the MLP network, the network weights are saved and used for
the classification of unknown input patterns.

C. Performance of MLP

The training set is composed of input vectors and corre-
sponding output vectors. The dimensionality of the input vector
is 6, according to discussion presented in Section II-A. Since
our input components are confined in the range from 0 to 1 [see
(1)], input preprocessing is not required for our MLP design.
The design of the MLP network contains five output neurons,
one corresponding to each motion activity level. The target

output vectors are expressed in a binary format, whereby only
one output neuron is fired (i.e., equal to 1) for each input vector.
The rounded mean opinion point of human subject estimates is
used to generate such target output vectors.

During the MLP design phase the network performance is
evaluated with respect to the target outputs. The outputs of the
MLP network after a complete training represent a posterior
probability function. For example, an input vector belonging
to motion activity results in a larger value for output neuron
number compared to other output neurons. Correspondingly,
if neuron number corresponds to the maximum output value,
a larger number of human subject agrees that the underlying
shot has motion activity compared to the other motion activity
classes. We determine therefore the activity level of the applied
input vector as the maximum value of the five output neurons.
During the model selection of the appropriate number of hidden
neurons, the network performance, over the validation set, was
calculated as the mean absolute difference to the ground truth
value. We used 10-fold validation sets to select the best number
of hidden neurons. A regularization parameter of 0.05 was used
to avoid over-fitting. The best number of hidden neurons was
found to be 8, which resulted in an average of 0.48 differences
to the tenfold validation sets. Table III shows the performance
of this MLP for each video program.

For sake of comparison, we implemented various single pa-
rameter extraction schemes that are presented in [23], in addi-
tion to using only the inputs to the MLP network and quan-
tizing the range into disjoint sets. The optimization algorithm
presented in [23] was used to obtain the boundary for each ac-
tivity level. Table IV shows the performance of eight different
single parameter extraction schemes. The performance is cal-
culated based on the same tenfold validation sets used for MLP
performance evaluation. We should note that the parameters 3–8
are the input vector to the MLP network. We observe that the
MLP outperforms all schemes which use a single parameter for
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Fig. 4. Shot motion activity level histogram of different video sequences.

extracting the motion activity level. This is because the per-
ceived motion activity is a correlation between multiple visual
features. The MLP outputs capture the motion activity level by
involving six low-level visual features. Another way of evalu-
ating the performance of the different extraction schemes is to
use the pair-wise comparison scheme presented in [23]. An or-
dered list of the motion activity levels of the ground truth shots
was produced. The outputs of the motion activity extraction
scheme were compared with respect to this ordered list. Table V
shows the results of such pair-wise comparison. The error rate of
the MLP outputs with respect to the ordered list is about 5.6%,
while the best single parameter extraction scheme achieves an
error rate of about 10.8%. The MLP outputs are thus found to
be superior to existing extraction schemes, using both the mean
absolute difference to the ground truth and the pair-wise com-
parison to the ordered list generated from the ground truth. We
have to note that extracting more than one parameter from the
compressed video domain linearly increases the computational
complexity of the proposed extraction scheme. However, the ex-
traction of these parameters is usually carried out offline and the
parameters then used as input to the MLP network. The time
delay of MLP to generate the outputs is very small and depends
on the number of neurons in the middle layer [25].

The distribution of the motion activity levels for each movie
is shown in Fig. 4. The MLP classification outputs for all shots
from the six considered videos (including shots that are not rep-
resented in the ground truth) are used to produce these distribu-
tions. We observe that 75% of movie shots are of activity level 2
or 3, which cover low and moderate activity shots. On the other
hand, shots of activity level 5 are not only rare but also have the
shortest shot duration.

III. PRIORITIZATION OF VIDEO PACKETS

In this section, we present a packet prioritization scheme that
exploits the motion activity descriptors extracted with the MLP
network of the previous section. There are many options for

TABLE VI
AVERAGE BIT-RATE REDUCTION DUE TO DROPPING ALL B-VOPs

conveying the MPEG-7 motion activity descriptor to the net-
work nodes. For instance, the motion activity could be carried as
differentiated services (DiffServ) code points in the individual
packets [26]. Another option could be to convey the motion ac-
tivity level in real-time control protocol (RTCP) packets [27]
to the intermediate nodes. The overhead would be very small
since the motion activity information is only required at the
shot boundaries (with about 800 shots in a typical 1-hr video
sequence). Other approaches could employ one of numerous ap-
proaches that are currently being developed for active network
paradigm [28], [29].

All simulations were performed using the MPEG-4 codec,
where 1-hr video sequences were coded at the QCIF resolution
with 30 fps. The video streams contained three P-VOPs coded
between I-VOPs and two B-VOPs between I-VOP or P-VOPs.
Moreover, three different video qualities were generated by ad-
justing the quantization scale of the encoded streams. The quan-
tization scale parameter was set to 4, 10, and 24 for high-quality
(HQ), medium-quality (MQ), and low-quality (LQ) video, re-
spectively. The quality of the video sequence was measured as
the peak signal-to-noise ratio (PSNR). The quantization scale
settings resulted in average PSNRs of 36, 32, and 28 dB for HQ,
MQ, and LQ video, respectively.

For lossy packet networks, congestion control techniques are
essential to deliver uninterrupted videos. Among the different
techniques that are employed in case of network congestion,
frame dropping represents a simple congestion control method
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Fig. 5. Achievable bit-rate reduction due to dropping all B-VOPs per motion activity level.

that can be implemented at the video server, end user or inter-
mediate nodes [30]. Video frames are ordered according to their
importance. Packets that carry frames of low importance, such
as B-VOPs, are dropped first and if the network congestion is
severe some of the P-VOP packets may also subsequently be
dropped [31], [32]. However, it is generally recommended to
avoid dropping I-VOP or P-VOP packets since severe quality
degradation at the decoder would likely occur. In order to
avoid dropping I-VOP or P-VOP packets, a sufficient number
of B-VOPs needs to be coded in the transmitted video stream.
Throughout our experimentations, 2 B-VOPs are coded be-
tween I-VOP or P-VOPs, which allows the congestion control
scheme to regulate the transmission rate by about 40%–50%
of the original rate; see Table VI. Packets belonging to I-VOP
and P-VOPs are reliably transmitted while packets belonging
to B-VOPs are assigned a priority level according to the motion
activity level of the underlying shot.

The B-VOP dropping technique has an upper bound for the
video transmission rate reduction, which is achieved when all
B-VOPs are dropped. However, the reduction in the original
bit rate due to dropping all B-VOPs depends on the motion ac-
tivity level as well as the quality of the original encoded video
stream; see Fig. 5. Shots of higher motion activity level experi-
ence higher bit rate reduction. For Terminator video sequence
and quantization scale 10, the average bit rate reduction for
video shots of motion activity level 1, 2, 3, 4, and 5 are 0.37,
0.42, 0.47, 0.52, and 0.53, respectively. This is because shots of
high motion activity have a significant difference between con-
secutive frames, which generates larger bit rates for B-VOPs.
On the other hand, the difference between consecutive frames
in low motion activity shots is small, which results in relatively
lower bit rate reduction.

Fig. 5 also shows that the minimal bit rate reduction is
achieved when the video shots are encoded at MQ (see
quantization scale . For HQ video, B-VOPs are coded
with high level of details, which in turn produces a large bit rate

for B-VOPs. Therefore, a large bit rate reduction is achieved
for HQ video. For MQ video, a lower level of image details is
coded, which in turn produces a smaller bit rate for B-VOPs
so that the bit rate reduction is reduced. For LQ video, another
factor affects the B-VOP bit rate, which is the inefficiency of the
motion compensation between reference frames that produces
a larger bit rate for B-VOPs compared to MQ video. There-
fore, we expect that dropping B-VOPs for videos of medium
qualities may not be sufficient, when the congestion is severe.
Fortunately, the B-VOP dropping scheme can accommodate up
to 40% packet loss during the transmission from the source to
destination. This level of packet losses is appropriate for a large
number of video transmission scenarios.

IV. PROPOSED CONGESTION CONTROL SCHEME

In this section, we first conduct a number of experiments to
evaluate the impact of packet losses for each packet priority
level presented in the previous section. Subsequently, a con-
gestion control scheme is presented as an optimization problem
that maximizes the average reconstruction qualities. Finally, the
proposed optimal congestion control is simulated over various
packet loss scenarios.

A. Degradation of Visual Quality Due to Packet Loss

In our simulation experiments, the Gilbert model is used to
emulate the Internet packet loss behavior through defining two
states namely loss and no-loss state with probabilities and

to transit between states [33]. As a result of video transmis-
sion, some video packets are lost; the impact of these losses is
typically alleviated with error concealment at the decoder [13].
Since packet losses affect only B-VOPs in our evaluation, we
adopt concealment by copying from the closest correctly re-
ceived I-VOP or P-VOP. The human visual system is highly
sensitive to contrast in the image quality, which occurs when
the correctly received portion of B-VOPs is displayed along
with the concealed (copied) portions. We avoid this by copying
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Fig. 6. Reduction of visual quality Q (L) as a function of the packet loss ratio L for the different activity levels �.

the entire B-VOP in the case of a partial frame loss. The effect
of channel losses is thus perceived as a frame rate reduction,
which is better than displaying a diverse image quality at the de-
coder. Moreover, transmitting packets of small and fixed length
tends to minimize not only the delay but also the delay varia-
tions (jitter) at the decoder. The MPEG-4 encoder’s capability
of inserting resynchronization markers separated by an almost
fixed number of bits is exploited. Resynchronization markers
are fixed length sequences of a specified bit pattern, which are
mainly used to restore the normal decoding operation after an
error. In our simulations, each video packet carries 512 data
bytes, which is specified to the MPEG-4 encoder as the distance
between the resynchronization markers. In order to minimize

Fig. 7. Multiple senders/ receivers sharing the same link.

the overhead of the transport protocol headers, the resynchro-
nization markers might be removed since video packets always
begin with these markers.



LOTFALLAH et al.: ADAPTIVE VIDEO TRANSMISSION SCHEMES USING MPEG-7 MOTION INTENSITY DESCRIPTOR 937

Fig. 8. Comparison between proposed selective (adaptive) packet dropping and conventional random packet dropping.

The average degradation (drop) in visual quality due to packet
loss ratio for motion activity level is expressed as

(2)

where represents the average image qualities
(measured as PSNR) for shot number of motion activity level

, while represents the average image qualities
for shot number of motion activity level after concealing
a channel loss caused by packet loss ratio . Moreover, we
denote the number of shots of motion activity level in the
video sequence as .

In Fig. 6, is shown for two video sequences where
five different curves are depicted corresponding to the average
quality drop for each motion activity level. For Lady Tramp
(HQ) video sequence at 10% loss of transmitted packets, the
average visual quality drops for shots of motion activity level 1,
2, 3, 4, and 5 are 3.4%, 4.2%, 5.2%, 6.2%, and 9%, respectively.
We observe that the visual quality drop for high motion activity
shots is high since error concealment techniques are inefficient
in overcoming such packet losses. Low activity shots experience
little movement between successive frames, so that concealing
the loss in these shots by copying is acceptable. Due to the log-
arithmic function that is used to compute the PSNR, the visual
quality drop decreases as the quality of the transmitted video de-
creases. Thus, we notice that video shots of motion activity level
3 of Terminator video sequence are degraded by 8.3%, 6.5%,
and 4.4% for HQ, MQ, and LQ, respectively, when the video
transmission experience 15% packet loss. Fig. 6 also shows that
substantial quality drop is experienced for small packet losses;
see packet loss ratio in the range 0%–2%. Small packet losses
result in some B-VOPs being undecodable, which has a signif-
icant impact on the reconstructed quality compared to loss free
transmission. In the case of high packet losses, a large number
of B-VOPs is lost, and any increase in the packet losses mono-
tonically increases the degradation in visual quality.

B. Link Optimization Problem

In this and the subsequent subsection, we investigate a
method to maximize the average reconstructed qualities when

several video streams share a common communication resource,
e.g., a shared link at the streaming server or an intermediate
network node (see Fig. 7). As the video bit rates fluctuate,
the shared communication link may experience congestion
and some video packets need to be dropped. It is likely that
the link buffer contains packets of various video sequences.
Additionally, the packets of currently transmitting shots have
typically different motion activity levels. According to Fig. 6,
the reconstructed quality degradation depends on the motion
activity level. In the case of congestion or rate regulation, the
number of dropped packets from each video sequence can be
specified such that the overall visual quality degradation is
minimized. Unless there is severe network congestion, I-VOP
and P-VOP packets are reliably transmitted. Hence, such a link
allocation process becomes a constrained optimization problem
of the weighted sum of the overall visual quality degradation
of the ongoing video streams. The visual quality drop for
activity level and video stream is represented as
which is function of the underlying packet loss ratio . We
denote the packet loss ratio for activity level and video stream

as and the number of packets in the link buffer of activity
level and video stream as . We further denote the total
link loss ratio as , the total link buffer size as , and the
maximum rate reduction that packets of activity level and
video stream can afford as . The optimization problem is
formulated as

Minimize (3)

Subject to

(4)

(5)

(6)

In order to minimize (3) under the constraints of (4)–(6),
packet prioritization as explained in Section III is employed. In
addition, sample points of the relationship between the



938 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 16, NO. 8, AUGUST 2006

Fig. 9. Performance enhancement of the selective dropping scheme over random B-frame dropping for video streams of various qualities.

visual quality drop and packet loss ratio need to be available at
the video streaming server and intermediate nodes that perform
link control mechanisms. These sample points can be conveyed
during the video connection setup, using RTCP control packets,
and the bandwidth overhead can be reduced by approximating
the relationship using a linear function. Fig. 6 shows
that the relationship can reasonably be approximated
by the slope of a linear function running through the origin of
the coordinate system. The linear approximation of

reduces not only the bandwidth overhead, but also re-
duces the computational complexity of determining the optimal
packet loss ratios , which minimize (3). Hence, the link op-
timization problem (3)–(6) can be solved by employing a simple
linear search algorithm using for instance dynamic program-
ming [34]. The proposed congestion control algorithm simply
drops packets of motion activity until the quality reduction

exceeds the quality reduction of

dropping packet of motion activity , where and
. It is found that the optimal packet loss ra-

tios guarantee that the video sequences experience the
same overall visual quality drop during the entire video trans-
mission session, which emphasizes the fairness of the proposed
congestion control scheme.

C. Simulation Results

To validate the effectiveness of the proposed congestion
control scheme, four different simulation experiments, each
using the approximation of the relationship by a linear
function, have been performed. The first experiment compares
the proposed congestion control scheme, to conventional
schemes that drop the video packets carrying B-VOPs without
any discrimination between these packets (also referred to as
random packet dropping). The second and third experiment
target scenarios with high user demand for a particular video



LOTFALLAH et al.: ADAPTIVE VIDEO TRANSMISSION SCHEMES USING MPEG-7 MOTION INTENSITY DESCRIPTOR 939

Fig. 10. Performance enhancement of the selective dropping scheme for variable number of video streams.

sequence. The impact of such increasing demands is evaluated
in the second experiment, while the impact of the transmission
start time is estimated in the third experiment. Finally, the
fourth experiment addresses the decision time granularity that
is used by intermediate nodes to update the congestion status.

1) Experiment 1: In order to investigate the influence of the
packet dropping scheme, a number of video sequences coded at
different qualities are transmitted over a shared communication
resource that suffers various degrees of contention. In general,
the communication resource updates its congestion status every
round-trip time (RTT). It is assumed that the communication
buffer is large enough to allocate the packets of different
video streams that are received during every RTT. In this exper-
iment, we select the RTT to be 1 s. Moreover, video transmis-
sions are assumed to start at the same time. These assumptions
are relaxed in the subsequent experiments. Fig. 8 shows the av-
erage visual quality drop for each video sequence, when selec-
tive and random packet dropping are used to resolve the network
congestion. It is immediately clear from these results that selec-
tive packet dropping achieves smaller quality degradation for
each video sequence. When shots of the same motion activity
level share the network resource, there is a possibility that both
the selective and random dropping schemes result in the same
quality degradation. Fortunately, it is rare that two shots of two
different video sequences have the same motion activity level
and this possibility decreases as the number of video sequences
sharing the network resource increases. Fig. 8 also shows that
congestion control by selective dropping accomplishes signifi-
cant improvements, even if the underlying video sequences have
different qualities.

In order to examine the improvements of the proposed se-
lective packet dropping scheme, we compute the average visual
quality enhancements compared to random dropping schemes
for a packet loss ratio as

(7)

where the visual quality (measured in PSNR) of frame number
and video sequence number after concealing packet loss

ratio is denoted as if the communication channel
applies the proposed selective dropping scheme in the event of
congestion, or as if the communication channel
applies a random packet dropping scheme in the event of con-
gestion. We further denote the number of video frames as and
the number of video sequences as . In the following simula-
tions, the visual enhancement is evaluated for 1-hr movies
where equals 30 (f/s) 60 (s/min) 60 (min/hr). In addition,
the packet loss ratio varies from 2% to 40%.

Fig. 9 shows the visual enhancement for different sets
of video sequences (2 and 4) of various visual qualities that
contend for a shared communication resource. For low packet
loss ratios, the visual quality drop in all motion activities is
small and, hence, selective packet dropping achieves a limited
enhancement. However, when the packet loss ratio increases,
the enhancement due to selective dropping increases until it
reaches a maximum value at around 30% packet loss ratio. The
enhancement of the selective dropping decreases for higher
packet loss ratios, and the enhancement becomes zero when
all B-VOPs are dropped. Both selective and random packet
dropping schemes suffer significant packet loss in most mo-
tion activity levels when the channel loss is high, so that the
enhancement of selective dropping is small at such high losses.
However, increasing the number of video sequences results in
more packet diversity at the shared resource, which provides
the congestion control scheme with a vast amount of dropping
scenarios. Therefore, it is observed in Fig. 9 that the enhance-
ment increases when the number of video sequences involved
in the congestion situation increases. For example, when two
HQ videos share a communication resource that drops 10%
of existing packets, our proposed congestion control scheme
improves the visual quality by 0.4 dB. On the other hand,
when four HQ videos share such a communication resource,
enhancement of 0.65 dB is achieved for each video sequence.

2) Experiment 2: To gain insight into situations where the
user demands for a particular video dominate the network
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Fig. 11. Performance of the selective dropping scheme for four video sequences starting transmission at different times.

traffic, a number of simulations have been conducted. Such
situations can occur during the weekends for popular movies. In
order to emulate the randomness of user demands, we start the
video transmission from the streaming server at instances that
are uniformly distributed. To assure the statistical confidence
of the achieved results, the experiments were implemented
500 times, and the results represent the average of these runs.
Similar to pervious experiments, we select the RTT to be 1
second.

In Fig. 10(a), the visual enhancements for the Termi-
nator and Star War video sequences are shown. The depicted
curves are the cases of 2 and 8 video sequences sharing the
communication resource, where the transmission starts at a
random time. In addition, Fig. 10(b) shows the visual enhance-
ment as a function of the number of video streams [ in (7)].
The results demonstrate that the proposed selective dropping
scheme achieves additional improvement, when the number
of video streams increases. As a result of increasing the
number of video streams, the congestion control scheme has
access to video packets that carry a variety of motion activities
between overlapped video shots. Such packet variety provides
the proposed congestion scheme with many scenarios that can
optimize the visual qualities.

3) Experiment 3: In this experiment, the impact of the trans-
mission start time of a video sequence on the performance of the
proposed congestion scheme is evaluated. As in the second ex-
periment, we assume that only one video sequence experiences
contention at the communication resource. On the other hand,
the transmission of a video sequence starts at a specified time
interval. Similar to pervious experiments, we select the RTT to
be 1 s.

Fig. 11(a) shows the visual enhancements when four video
sequences start the transmission 5 s and 1 min apart. In addi-
tion, Fig. 11(b) shows the visual enhancement as a function of
the transmission starting difference. It is observed that larger vi-
sual improvements are achieved, if the transmission start times

differ by a longer period of time. With larger starting time dif-
ference the overlapped shots are approximately independent and
provide the congestion schemes with multiple dropping options.

4) Experiment 4: Typically congestion control schemes re-
ceive feedback information about the status of the communi-
cation link every RTT and we conduct therefore experiments to
estimate the impact of the RTT on our proposed selective packet
dropping as well as its impact on any B-VOP dropping scheme.
In these experiments, the video transmissions are assumed to
start at the same time for all the video sequences. The transmis-
sion involves different video sequences coded at HQ.

Fig. 12(a) shows the visual enhancement due to using three
different RTT for four video sequences sharing the commu-
nication resource. The results reveal that the RTT has little
influence on the outcomes of the proposed selective dropping
scheme. However, as presented in Section III, any B-VOP drop-
ping scheme may provide the congestion control scheme with
insufficient number of packets especially when the congestion
is severe. In Fig. 12(b), the failure rates of B-VOP dropping
schemes are shown for multiple RTTs and various numbers of
video streams. We define a failure to occur when the required
bit rate reduction exceeds the maximum bit rate reduction
achievable with B-VOP dropping. The results confirm that for
large packet loss ratios, such as 40%, the B-VOP dropping
schemes suffer larger failure rates compared to smaller channel
losses. Such algorithm failure for high channel losses is allevi-
ated for large RTTs. For small RTT, small segments of the video
streams overlap at the shared communication resource. Such
small video segments as well as the same group of picture that
is employed for all coded videos imply that packets carrying
B-VOPs might be scarce at the communication resource. In
addition, Fig. 12(b) demonstrates that increasing the number of
video sequences reduces the failure rate of B-VOP dropping
schemes. More video sequences provide the congestion scheme
with sufficient number of packets carrying B-VOPs.
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Fig. 12. Performance enhancement of the selective dropping scheme for communication links of variable RTT.

V. NETWORK PERFORMANCE COMPARISON BETWEEN SINGLE

LAYER AND FGS CODING

In this section, we examine the proposed transmission
scheme, shown in Fig. 1, in the context of applications that
code the video sequence using more than one coding scheme.
The main idea is to select the coding scheme according to
the channel conditions as well as the visual content so as to
maximize the reconstructed video quality. We consider an
application that codes the video either into a single layer and
employs selective B-frame dropping (as explained in Sec-
tion IV) or codes the video using the FGS codec. The FGS
coding scheme has recently been included in the MPEG-4 stan-
dard [3]. With FGS coding the base layer is coded at the lowest
acceptable video quality and requires reliable delivery. The en-
hancement layer bitstream contains the bit plane coded residual
coefficients of the underlying base layer coefficients. Due to
the bit plane coding, FGS can support the finest data cutoff
in the enhancement layer. Assigning the enhancement layer
packets the same priority level (which is lower than for the base
layer), results essentially in random packet dropping in the case
of network congestion. Random packet dropping may result
in packets carrying more significant bit planes being dropped
before packets carrying lower significant bit planes. This in turn
makes the corresponding packets of lower significant bit planes
undecodable. Instead of assigning a single priority level to the
enhancement layer packets, we can distinguish between these
packets according to their visual effect. The more significant bit
planes are more important than the less significant ones, so that
we assign packets a priority level according to the underlying
bit plane significance. In the event of congestion, packets that
carry the least significant bit planes are dropped first.

We proceed to examine the role of the MPEG-7 motion
activity descriptor in selecting the coding scheme (single-layer
with selective B-frame dropping or FGS) that results in the

better reconstructed quality. FGS coding is generally very
robust to packet losses (since an enhancement layer frame is
coded with reference to the corresponding base layer frame,
keeping packet losses localized) but suffers from low coding
efficiency (splitting the video sequence into a base and en-
hancement layer and furthermore splitting the enhancement
layer into a number of bit planes). For loss free transmission,
FGS coding produces lower reconstructed quality, compared to
single layer coding scheme. In the case of network congestion,
the quality degradations of single layer coding are produced due
to B-VOP packet dropping. FGS does not require an error con-
cealment technique, while B-VOP losses of single layer coding
are concealed by copying from the closest frame. According to
previous simulation results, the lowest video quality is achieved
with a quantization scale of 24, so that we use this quantization
scale to code the base layer. For the sake of comparison, the
sender truncates the bit rate of the enhancement layer such that
the overall bit rate is equivalent to the transmitted bit rate of the
single layer. Fig. 13 shows the reconstructed qualities due to
various packet losses of video sequences coded using FGS and
single-layer schemes. The visual qualities are measured using
PSNR, and the average value for each motion activity is used to
draw the curves. Fig. 13 also shows the reconstructed qualities
for two different video qualities of the same video sequence.

First, we observe that using the motion activity descriptors
with FGS encoded video would have a rather insignificant effect
on the reconstructed quality. To see this, note that in Fig. 13, the
FGS encoded video experiences rather limited quality degrada-
tions due to packet losses. The visual quality of the loss free
transmission (0% packet loss) depends on the color complexity
of the underlying video sequence. Also, note that the curves of
FGS video streams (with and markers in Fig. 13) are almost
horizontal and never intersect. On the other hand, the compar-
ison between FGS and B-VOP dropping of single layer coding
shows a significant relationship with the motion activity of the
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Fig. 13. Comparison between B-VOP and FGS enhancement layer dropping.

underlying video shots. We observe that the coding efficiency
of FGS is smaller than the single layer scheme; compare 0%
packet loss in Fig. 13. However, the FGS coding scheme is very
robust to packet losses, where the visual quality monotonically
decreases by smaller values compared to the B-VOP dropping of
single layer videos. At a certain packet loss ratio that is denoted
as the critical point, the FGS coding scheme performs better
than single layer coding. The motion activity level plays an im-
portant role in specifying the value of the critical points. For low
motion activity shots, video coded using single layer coding can
be efficiently concealed by copying, which results in a higher
value of the critical point. Thus, the value of the critical point is
inversely proportional to the motion activity of the underlying
shot. In the case of the Star War video sequence, shots of mo-
tion activity level 3 and 4 have critical points at 20% and 11%
packet loss, when the video is coded at HQ. FGS coding suffers

a large loss in the coding efficiency in the case of low visual
quality. Consequently, the value of the critical point increases
as the quality of the transmitted video decreases. In Fig. 13, for
the Football video sequence, the critical points are 9% and 30%
for high and medium quality video, when the video shots are of
low motion activity level . We note that ANNs can be de-
signed to efficiently detect the critical points, shown in Fig. 13
and, hence, the coding scheme can be alternated between single
layer coding and FGS coding schemes. Additional details of de-
signing this neural network can be found in [35].

VI. TRANSCODING THE VIDEO STREAMS

This section is dedicated to evaluating the performance of rate
shaping algorithms that can be applied to the proposed trans-
mission scheme, which employs the motion activity descriptors
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Fig. 14. Impact of frame rate on the perceived visual quality.

of MPEG-7. Since current Internet transmission does not guar-
antee quality of service (QoS), each application chooses the pre-
ferred transport protocol to achieve the required performance.
For example, traditional data applications employ the transmis-
sion control protocol (TCP) that accomplishes loss-free data
transfer by means of window-based rate control and retrans-
missions. On the other hand, loss-tolerant applications such as
video streaming prefer the user datagram protocol (UDP) which
has no rate control mechanism and, thus, avoids the delays in-
troduced by packet retransmission. In order that both TCP and
UDP sessions fairly coexist in the Internet, “TCP-friendly” rate
control has been introduced [36]. A TCP-friendly system reg-
ulates its data transmission rate according to the network con-
dition, typically expressed in terms of RTT and the packet loss
probability, to achieve similar throughput as a TCP connection
would on the same path.

Existing rate-control schemes can be classified into three cat-
egories: source-based, receiver-based, and hybrid rate control

[30], depending on whether the source, the receiver, or both
adjust the transmission rate. Rate shaping techniques are re-
quired to match the transmission rate of a preencoded video
stream to the target rate constraint. Transcoding is a rate shaping
technique, where the original video stream is decoded and then
re-encoded to the target transmission rate [38], [39]. Depending
on the video coding scheme, transcoding could be simplified
without full decoding and re-encoding, which enables the online
implementation. Conventional transcoding techniques as well as
rate controls at the source node adjust the quantization scale of
the encoded video stream to achieve the target transmission rate.
In [40], a bit-allocation scheme was proposed that distributes
the available bit budget among various video objects based on
the complexity and motion intensity information. However, this
scheme is only beneficial for scalable object coding schemes. In
addition, this scheme does not specify the method of extracting
the content descriptors or even specifying the role of these con-
tent descriptors. In our work, we propose a transcoding scheme



944 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS FOR VIDEO TECHNOLOGY, VOL. 16, NO. 8, AUGUST 2006

using the motion activity descriptors of MPEG-7 standard to
regulate the frame rate of a given bit budget in order to improve
the reconstructed visual qualities.

In our approach, a number of video streams are encoded
at various bit rates, using for instance the TM5 rate control
scheme [41]. Moreover, the frame rate of the encoded video
stream is considered as a variable parameter to the rate control
technique. Although the video transmission rate is controlled
using the TM5 scheme, the observations are consistent with
any transcoding scheme. Fig. 14 shows the average recon-
structed visual quality for each motion activity level, encoded
at different frame rates. Each video sequence is coded into two
different bit rates, corresponding to low and medium video
quality. For frame rates less than 30 fps, the decoder up-sam-
pled the video stream into 30 fps by repeating the closest video
frames. Thus, the reconstructed video quality is calculated as
the difference between the up-sampled video stream and the
original video stream (i.e., without frame repeating).

We observe that shots of low motion activity can be coded into
higher visual quality, if the frame rate is decreased. Decreasing
the frame rate allows the encoder to allocate a larger bit budget
for each encoded frame. In the case of low motion activity shots,
the un-encoded frames contain little motion information that can
be compensated by repeating the closest frame. Therefore, the
optimal frame rate for encoding shots of motion activity 1 or 2 at
100 kbps is around 15 fps (see Fig. 14). However, increasing the
transmission rate shifts the optimal frame rate to a higher value.
When the available bit rate is sufficiently large, video shots of
various motion activity levels can be coded at the maximum
frame rate (i.e., 30 fps).

VII. CONCLUSIONS AND FUTURE WORK

In this paper, we have proposed methods for employing the
MPEG-7 descriptors in current video transmission schemes.
The proposed methods can be easily implemented in conjunc-
tion with existing MPEG-4 codecs, with negligible increase
in complexity. Motion activity descriptors show a strong
correlation with the reconstructed video quality after losses
during network transport. Therefore, we have designed up to
date neural network technologies to automatically extract the
motion intensity level for a video shot. Our extraction scheme
achieves high consistency with human judgments. Additionally,
the extracted descriptors are exploited by developing a selective
packet dropping scheme that is used in the case of network
congestion. Visual improvements due to the proposed conges-
tion control scheme are substantial. Enhancements of 1.2 dB
per video sequence are achieved for some packet loss ratios. A
comparison between single layer and FGS coded video streams
is also presented. Our simulation results demonstrate that the
FGS schemes are robust to high packet loss ratios, especially
when the visual content belongs to moderate or high motion
video sequences. Furthermore, considering the motion activity
levels of the video sequences during the transcoding application
can result in visual improvements. Simulation results suggest
that minimizing the frame rate increases the reconstructed
visual quality, in the case of low motion activity sequences and
low transmission rates. It is possible to extend the proposed

schemes to be implemented in conjunction with H.264 codecs,
which achieve higher compression ratios than MPEG-4 codecs.
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