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ver the past decade, the telecommunications infra-
structure has transitioned from a copper-based plant
to a fiber-based plant. The transition began with the

wide area networks (WANs) that provide connectivity between
cities and progressed through the metropolitan area networks
(MANs) that provide connectivity between service provider
locations within a metropolitan area. At the same time, local
area networks (LANs) that interconnect nodes within an indi-
vidual location have seen average bit rates migrate from 10
Mb/s to 1 Gb/s over copper cabling. Although significant
bandwidth improvements occurred in the service provider net-
works (i.e., WANs and MANs), as well as at the subscriber
premises (i.e., LANs), the link between the private customer
networks and the public service provider networks did not
experience the same level of progress. This so-called access
network that provides the link between the private and public
networks still relies on an aging copper infrastructure. The
xDSL and cable modem technology developments made
marginal improvements in bandwidth capacity but failed to
open the bottleneck that exists in access networks.

A fiber infrastructure is required in the access networks to
provide higher bit rates, as well as more flexibility. From the
service provider perspective, access network links have differ-
ent revenue dynamics than links in the WAN and MAN.
Whereas WAN and MAN links carry the bit streams of many
revenue generating customers, access network links carry a

single or only a few revenue generating bit streams. For this
reason, access networks are very sensitive to cost. Cost issues
are slowing the deployment of a new physical plant in the
access networks.

Deploying a passive optical network (PON) between ser-
vice providers and customer premises can provide a cost effi-
cient and flexible infrastructure that will provide the required
bandwidth to customers for many years to come. PONs are a
network in which a shared fiber medium is created using a
passive optical splitter/combiner in the physical plant. Sharing
the fiber medium means reduced cost in the physical fiber
deployment, and using passive components in the physical
plant means reduced recurring costs by not maintaining
remote facilities with power. These reduced costs make PONs
an attractive choice for access networks, which are inherently
cost sensitive.

At a top level, PONs are classified by the used link-layer
protocol. Whereas an asynchronous transfer mode (ATM)
PON (APON) uses ATM, an Ethernet PON (EPON) uses
Ethernet, and a gigabit PON (GPON) uses the GPON encap-
sulation method (GEM) in addition to ATM cells to support
Ethernet. The International Telecommunication Union (ITU)
has generated standards for APONs: G.983 broadband PON
(BPON), as well as GPONs: G.984 gigabit-capable PON
(GPON). The IEEE has generated a standard for EPONs:
IEEE 802.3ah Ethernet in the first mile. Given the fact that
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90 percent of data traffic originates and terminates in Ether-
net frames, using an EPON can reduce the adaptation
required to move data between the LAN and the access net-
work. Furthermore, ATM creates inefficiencies in data trans-
port as a result of its fixed data unit that requires most data
packets to be segmented and reassembled at the end points of
the network. This segmentation and reassembly results in
higher processing delays, as well as reduced efficiency of error
recovery techniques. For these reasons, EPONs appear to be
more promising than APONs for data dominated networks.
GPONs, on the other hand, by using GEM instead of ATM,
avoid the inefficiency of segmentation and reassembly.

In this article, we review and classify the existing research
on EPONs. The focus is on EPON architectures and dynamic
bandwidth allocation (DBA) for EPONs, and our classifica-
tions provide insight into areas that are open for further
investigation. For a survey on EPON security issues, which are
not covered in this article, see [1]. This article provides a com-
prehensive and up-to-date EPON research survey as of spring
2007. The status and the main directions of this research as of
early 2004 were presented in [2]. The EPON research area
has been very active over the last few years, resulting in a dra-
matically expanded and more intricate body of EPON
research. Therefore, a fundamentally new classification and
survey of this area is required and provided in this article.

We review the standard PON architecture and two alterna-
tive architectures that were proposed. We review and classify
all of the research done on the problem of DBA for EPONs.
We classify this work in a meaningful way that provides
insight to researchers currently working on EPONs and those
considering working on EPONs. We discuss medium access
control (MAC) protocols for the two alternative PON archi-
tectures. Finally, we conclude the article with a discussion of
avenues of further investigation.

PON ARCHITECTURE

A PON generally has a physical tree topology, where one
optical line terminal (OLT) residing at the central office of
the service provider connects to several optical network units
(ONUs) in the field. The OLT is connected to the ONUs with
a feeder fiber that is subsequently split using a 1 : N optical

splitter/combiner to enable the ONUs to share the optical
fiber. This is illustrated in Fig. 1. The transmission direction
from OLT to ONU is referred to as downstream and operates
as a broadcast medium. The transmission direction from the
ONUs to the OLT is referred to as upstream. The upstream
signals propagate from ONU to OLT but are not reflected
back to each ONU; therefore, the PON is not a broadcast
medium in the upstream direction. The EPON is a multi-
point-to-point [3] medium, where the ONUs cannot detect
each other’s transmission because the upstream optical signal
is not received by the ONUs. However, ONUs share the same
fiber; hence, their transmissions can collide, and contention
resolution must be performed.

To avoid collisions in the upstream direction, time division
multiplexing (TDM) or wavelength division multiplexing
(WDM) can be used [4]. WDM provides a large amount of
bandwidth to each user, but requires that each ONU use a
unique wavelength, which presents inventory challenges for
service providers that must stock many different ONU types.
TDM allows all ONUs to share a single wavelength, thus,
reducing the number of transceivers at the OLT and allowing
for a single ONU type. First generation PONs use wave-
lengths to separate the upstream and downstream channels
but use TDM to avoid upstream transmission collisions
between ONUs. Due to the topology of the PON, MAC pro-
tocols that rely on connectivity between all nodes cannot be
utilized. A PON allows for connectivity from the OLT to all
ONUs in the downstream and from each ONU to the OLT in
the upstream (i.e., only the OLT has connectivity to all
nodes). This connectivity pattern dictates the use of a central-
ized MAC protocol residing at the OLT. This leads to a
polling-based MAC, where the OLT polls ONUs and grants
them access to the shared PON medium.

BROADCAST PON

An alternative PON architecture proposed in [5, 6] requires
reflection of the upstream signal back to the ONUs, as illus-
trated in Fig. 2. Splitter 1 splits the upstream signal back to
the ONUs, and splitter 2 splits the downstream signal as in
the standard PON architecture. This creates a broadcast net-
work that enables a decentralized medium access control pro-
tocol (e.g., carrier sense multiple access with collision

■ Figure 1. Network architecture of a PON with one optical line terminal (OLT) and N = 5 opti-
cal network units (ONUs), each with a different round-trip time (RTT).
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detection [CSMA/CD]) to be employed. Unfortunately, there
are economic downsides to this approach. The ONUs become
more expensive because they must:
• Contain higher power lasers to overcome the loss

incurred by splitting their upstream signals to reflect
back to other ONUs.

• Contain an extra receiver for the upstream wavelength.
• Have more intelligence to participate in the medium

access arbitration.
• Have an extra fiber for the reflected upstream signal.

Further, the large bandwidth-propagation delay product of
the optical access network limits the feasibility of this type of
architecture.

TWO-STAGE PON

A two-stage PON architecture [7] can enable a PON to
accommodate a higher number of ONUs compared to a sin-
gle-stage PON. Two-stage PONs help to increase the reach of
the PON. In the first stage, some ONUs act as sub-OLTs for
other ONUs, as illustrated in Fig. 3. These sub-OLTs regener-
ate the optical signal in the upstream and downstream, as well
as aggregate the traffic of their child ONUs. This allows a sin-
gle OLT in a central office to potentially reach a larger num-

ber of ONUs because the sub-OLTs act
as optical switches, mitigating optical
power budget concerns that arise when
increasing the number of ONUs.

DYNAMIC BANDWIDTH
ALLOCATION

DBA generally is defined as the process
of providing statistical multiplexing among
ONUs. To understand the importance of
statistical multiplexing in PONs, note that
the data traffic on the individual links in
the access network is quite bursty. This is
in contrast to metropolitan or wide area
networks where the bandwidth require-
ments are relatively smooth due to the
aggregation of many traffic sources. In an
access network, each link represents a sin-
gle or small set of subscribers with very
bursty traffic due to a small number of
bursty sources (e.g., Web data and packe-
tized video). Because of this bursty traffic,
the bandwidth requirements vary widely
with time. Therefore, the static allocation

of bandwidth to the individual subscribers (or sets of sub-
scribers) in a PON is typically inefficient [8]. Statistical multi-
plexing that adapts to instantaneous bandwidth requirements is
typically more efficient. The DBA that operates at the OLT is
responsible for providing statistical multiplexing.

The OLT requires instantaneous bandwidth requirement
information from each ONU to make access decisions. Having
this precise information is not possible due to the non-zero
propagation delays on a PON, typically up to 100 μsec, which
is significantly larger than the transmission time of the maxi-
mum size Ethernet frame: 12.3 μsec. The ONUs must report
their instantaneous queue sizes in a control frame and propa-
gate this through the PON to the OLT.

A PON is a remote scheduling system [9] that suffers the
following problems:
• Significant queue switchover overhead [9] (in the case of

PONs, this is due to the guard times between ONU
transmissions). Guard times between ONU transmissions
are required to enable the previously transmitting ONU
to power off its laser to prevent spurious transmission
while the next ONU transmits; the next ONU to power
on its laser in preparation for transmission; and the OLT
to adjust its receiver to account for power-level differ-
ences in transmissions from different ONUs due to their

■ Figure 2. Broadcast PON Architecture: Downstream OLT to ONUs transmissions
are copied by splitter ”d” to all ONUs, while each upstream ONU to OLT transmission
is reflected by splitter ”ru” back to all ONUs, thus creating a broadcast network for
both upstream and downstream transmissions. The dashed lines represent the extra
fibers used to carry the reflected upstream signal back to the ONUs.
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■ Figure 3. Two-Stage PON Architecture: Certain ONUs act as sub-OLTs that regenerate the opti-
cal signal for ONUs in a second stage, thereby allowing for an increase in the total number of
served ONUs.
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different distances from the OLT. The queue switchover
overhead should be mitigated by using a cyclic PON
scheduler that issues one grant to an ONU per cycle.

• Large control plane propagation delay as a result of dis-
tances between OLT and ONUs. Interleaved polling is
used to mitigate the large propagation delays on PONs
[3]. With interleaved polling, the next ONU to be polled
is issued a message giving transmission access while the
previous ONU is still transmitting. This message, referred
to as a grant, contains the start time of the transmission
window, as well as the length (duration) of the transmis-
sion window. Figure 4 illustrates the difference between
polling with and without interleaving.

• Limited control plane bandwidth, which is mitigated by
short control plane messages.

A cyclic interleaved polling MAC called interleaved polling with
adaptive cycle time (IPACT) [3] mitigates all of these issues.

The process of DBA consists of two parallel but potentially
overlapping problems: grant sizing and grant scheduling (or
inter-ONU scheduling). Grant sizing determines the size of a
grant, that is, the length of the transmission window assigned
to an ONU for a given grant cycle. Grant scheduling deter-
mines the order of ONU grants for a given cycle. Although
the focus of this section is on DBA for EPONs, most of the
results extend to other PONs as well. Specifically, the results
that are not tied to the MultiPoint Control Protocol (MPCP)
or Ethernet frame can be extended beyond EPONs to BPONs
and GPONs.

Figure 5 shows our taxonomy for dynamic bandwidth allo-
cation. We use this taxonomy as a framework for discussing

■ Figure 4. With interleaved polling, the OLT can issue the grants on the downstream wavelength
channel λd such that successive upstream transmissions on channel λu are separated in time by only
a guard time interval compared to a round trip time with standard polling.
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the research on dynamic bandwidth allocation for EPONs. We
discuss the MPCP defined in the IEEE 802.3ah standard. This
protocol defines the control plane used in EPONs to coordi-
nate medium access. We discuss two fundamentally different
problem-solving approaches to DBA; we call these approach-
es DBA frameworks. We discuss the research work done for
the problem of grant sizing. We discuss the research on grant
scheduling. We discuss intra-ONU scheduling, that is, arbi-
trating the different queues in a given ONU. We discuss the
topic of quality of service (QoS), and we also discuss the issue
of fairness, which is touched on later. All of these sections
assume the standard PON architecture of Fig. 1. Discussions
of protocols for broadcast and two-stage PON architectures
are deferred to later.

MULTIPOINT CONTROL PROTOCOL

To facilitate the discovery and registration of ONUs, as well
as medium access control, the IEEE 802.3ah task force
designed the MPCP. The MPCP consists of five messages.
REGISTER REQ, REGISTER, and REGISTER ACK are
used for the discovery and registration of new ONUs.
REPORT and GATE are used for facilitating centralized
medium access control. The REPORT message is used to
report the instantaneous queue occupancies at an ONU to the
OLT. This REPORT message also can contain queue occu-
pancies at certain threshold levels as opposed to only the full
occupancy. This threshold queue reporting allows the OLT
flexibility in determining the size of a granted transmission
window. The GATE message is used by the OLT to grant
non-overlapping transmission windows to the ONUs.

■ Figure 6. MPCP operation: Two-way messaging assignment of time slots for upstream transmission between ONU and OLT.
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■ Figure 7. In interleaved polling with stop, the OLT waits to receive the REPORT message from
the last ONU in a cycle before polling the first ONU in the next cycle. This allows the OLT to
make DBA decisions based on the REPORTs from all ONUs. As a result, a walk time of at least
an RTT is incurred between grant cycles.
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Figure 6 illustrates the infrastructure for facilitating DBA.
REPORT messages flow upstream to report queue occupan-
cies, and GATE messages flow downstream to grant upstream
transmission windows. Upon receiving queue occupancy infor-
mation by means of REPORT messages, the OLT — using a
DBA algorithm — makes MAC decisions for the next cycle
and communicates these decisions to the ONUs through
GATE messages.

DBA FRAMEWORKS

With interleaved polling, the DBA granting cycles of the
individual ONUs are interleaved, and the OLT typically
makes grant decisions based on individual ONU REPORT
messages. That is, the OLT typically does not wait until
REPORT messages are received from all ONUs before mak-
ing grant decisions. This prohibits the OLT from making
DBA decisions that consider the bandwidth requirements of
all ONUs. As a result, it is very difficult for the OLT to
make fair access decisions. An alternative approach is the
so-called interleaved polling with stop (Fig. 7) in which the
OLT stops and waits between granting cycles for all ONU
REPORT messages to be received before making DBA deci-
sions. This affords the OLT the opportunity to provide a fair
distribution of bandwidth. The trade-off is that interleaved
polling with stop decreases the bandwidth utilization by forc-
ing an idle period, twalk, of the one-way propagation delay
from the last polled ONU to the OLT plus the one-way
propagation delay from the OLT to the first polled ONU, as
illustrated in Fig. 7, that is, the walk time is typically equal
to the average round trip time (RTT). Depending on the
length of the granting cycle, this walk time can become a sig-
nificant portion of the available bandwidth. For example,
with a cycle length of 1.5 msec and an RTT on the order of
50 μsec, at least 3.33 percent of the available bandwidth is
wasted on the walk time. For a 750 μsec cycle time, the walk
times would consume 6.66 percent of the available band-
width.

Interleaved polling and interleaved polling with stop also
can be compared by their problem-solving approach to DBA.
Interleaved polling without stop requires an online problem-
solving approach to DBA, that is, the OLT makes DBA deci-
sions with incomplete knowledge of the bandwidth
requirements of all the ONUs. Whereas, interleaved polling
with stop allows for an offline problem-solving approach to
DBA, that is, the OLT makes DBA decisions with full knowl-
edge of the bandwidth requirements of all the ONUs. We
refer to these DBA problem-solving approaches as the online
and offline DBA frameworks, respectively.

GRANT SIZING

Grant sizing can be divided into four major categories:
• Gated
• Limited
• Limited with excess distribution
• Exhaustive using queue size prediction

Let Gi be the grant size for the current cycle for ONU i, Ri
the queue size reported in the most recently received
REPORT message from ONU i, Gi

max the limit on the maxi-
mum grant size for ONU i, Ei the share of the excess band-
width in a cycle allocated to ONU i, and Pi the predicted
queued traffic between the time of the REPORT transmission
from ONU to OLT and the end of the granted transmission
window to ONU i for the next cycle. The general equation for
grant sizing would then be: Gi = f(Ri, Gi

max) + Ei + Pi. We
now discuss different techniques used for this general function
f(⋅) and for determining Ei and Pi.

Fixed — In the fixed grant-sizing scheme, the grant size is
fixed for an ONU every cycle. The function for Gi is simply Gi
= Gi

max. Simulation results [3] have shown that the fixed
grant-sizing severely underperforms the dynamic grant-sizing
techniques described below. An analysis in [8] confirms the
simulation results.

Gated — In the gated grant-sizing technique, the grant size
for an ONU is simply the queue size reported by that ONU,
the function for Gi is Gi = Ri. This scheme provides low aver-
age delay but does not provide adequate control to ensure fair
access between ONUs. In-depth delay analyses of the gated
scheme can be found in [10] and [11].

Limited — In the limited grant-sizing technique [3], the grant
size is set to the reported queue size up to a maximum grant
size for that ONU. The function for Gi for the limited scheme
is Gi = min(Ri, Gi

max). This grant-sizing scheme prevents any
ONU from monopolizing the shared link. Simulation results
[3] have shown that there is no average packet delay differ-
ence between gated and limited grant sizing. However, limited
grant sizing can assist in providing fair access between ONUs
by limiting the size of the grant to Gi

max and thereby prevent-
ing an ONU from monopolizing the link. Let tcycle be the
length of a grant cycle and tguard be the guard time between
grants. Under high traffic load, tcycle

max = Σi(Gi
max + tguard) (i.e.,

the maximum grant cycle length is defined by the maximum
grant sizes). A large maximum grant cycle results in larger
delays, whereas a short maximum grant cycle reduces the
channel utilization due to increased guard times [12].

The limited scheme suffers from two detriments. First, the
queue is underserved if Gi

max < Ri. Second, i bandwidth is

■ Figure 8. Excess distribution taxonomy.
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wasted if the request is not fully satisfied, and the end of the
grant does not accommodate the next Ethernet frame. In the
best case, this head-of-line (HOL) Ethernet frame that does
not fit into the remainder of the grant is only 64 bytes, which
results in up to 63 bytes of wasted grant. The worst case is if
the HOL packet is the maximum length 1518 bytes. This
results in up to 1517 bytes of wasted grant.

Limited with Excess Distribution — Limited with excess
distribution [13] augments the limited grant-sizing scheme to
improve statistical multiplexing while still preventing ONUs
from monopolizing the link. In general, ONUs are partitioned
into two groups: underloaded ONUs and overloaded ONUs.
Underloaded ONUs are those whose REPORTed queue size
is less than or equal to the maximum grant size, that is, Ri ≤
Gi

max. Overloaded ONUs are those whose REPORTed queue
size is larger than their maximum grant size, that is, Ri >
Gi

max. In the excess distribution schemes, the overloaded
ONUs share the unused or excess bandwidth left over from
underloaded ONUs. The grant for an overloaded ONU then
becomes Gi = Gi

max + Ei. The total excess bandwidth is
defined i to be the sum of the differences between the maxi-
mum grant size and the REPORTed queue size of all the
underloaded ONUs. Let Etotal be the total excess bandwidth
for a cycle, U the set of underloaded ONUs, O the set of over-
loaded ONUs, and Ei the excess assigned to overloaded ONU
i. The total excess is calculated as Etotal = Σi∈u (Gi

max – Ri).
The computation of the total excess bandwidth requires the
OLT to wait for all ONU REPORT messages, that is, requires
the use of interleaved polling with stop or the offline DBA
framework. A hybrid DBA framework that allows underload-
ed ONUs to be granted before the stop and overloaded
ONUs to be granted after the stop [13] can help to mitigate
the inefficiencies of the offline DBA framework. After it is
computed, the Etotal is divided between all the overloaded
ONUs.

Excess distribution can be divided into excess division and
excess allocation. Excess division divides Etotal among the
overloaded ONUs and excess allocation can, if used efficient-
ly, redistribute excess credits that are unused by some over-
loaded ONUs. Figure 8 shows the taxonomy of excess
distribution schemes (including excess division and allocation).

One approach to excess division (referred to as DBA1 in
[13]) divides the excess according to demand, that is, DBA1
divides the excess according to relative request size following
the formula:

We refer to this approach as demand-driven excess (DDE)
division. Because each ONU’s share of the excess is complete-
ly determined by its request size, the larger the ONU request
size relative to the other ONUs, the more excess bandwidth it

receives. This provides statistical multiplexing but is not nec-
essarily fair. The fair excess [14] or equitable excess (EE) divi-
sion method divides Etotal equally among the overloaded
ONUs. Let M be the total number of overloaded ONUs, EE
divides the excess according to the formula:

This approach gives all ONUs an equal piece of the total
excess, implying fairness. The weighted excess (WE) division
method [15] uses ONU priority weights to divide the excess
bandwidth. The total excess is divided among overloaded
ONUs according to their weights:

This method allows the ONUs to have differing priorities with
respect to their fair share of the excess bandwidth.

After the excess is divided among the overloaded ONUs —
according to DDE, EE, or WE — it is possible for the size of
the grant to be larger than the request, that is, Gi + Ei > Ri,
which results in wasted bandwidth. The excess division can be
augmented by an excess allocation algorithm that sizes the
grant so that it does not exceed the request, as well as redis-
tributes unused excess credits.

The uncontrolled excess (UE) allocation method [14]
assigns overloaded ONUs their share of the excess without
regard to their request size. Therefore, bandwidth is wasted as
some overloaded ONUs receive grants that are larger than
their requests. The controlled excess (CE) allocation method
[7, 15] provides better utilization by avoiding wasted band-
width under certain conditions. Specifically, if the total excess
demand from the overloaded ONUs Edemand = Σj∈O (Rj –
Gj

max) is less than the total excess Etotal, then each ONU is
granted its full request Ri. This avoids wasted bandwidth for
the situation when the total request does not exceed the maxi-
mum grant cycle size Σi Gi

max.
The iterative excess (IE) allocation method [15] follows an

iterative grant sizing approach to maximize the number of sat-
isfied overloaded ONUs. To avoid sizing a grant larger than
the request, the grant size for each ONU is determined as:

(1)

Initially, all of the overloaded ONUs are in a list. Ei is
computed for each overloaded ONU according to one of the
excess division methods. One by one an overloaded ONU’s
grant size is computed according to the above formula. If an
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■ Figure 9. Illustration of queue waiting times.
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ONU is satisfied (i.e., Ri ≤ Gi
max + Ei), it is issued a grant and

removed from the list. Unsatisfied ONUs remain in the list
and participate in future iterations. After an iteration through
the list, Etotal is recomputed by removing the excess used by
the satisfied ONUs. This allows the excess bandwidth unused
by those satisfied ONUs to be made available to the unsatis-
fied overloaded ONUs. Ei is recomputed for the overloaded
ONUs that remain in the list, and another iteration takes
place. The iterations continue until there are no satisfied
ONUs. On this final iteration, the unsatisfied ONUs simply
are allocated their fair share of the total remaining excess
(i.e., Ei). The iterative grant-sizing approach mitigates wasted
bandwidth by not over-assigning bandwidth to ONUs and
maximizes the number of satisfied ONUs to lower the amount
of unused slot remainder. Further, it provides a more efficient
distribution of the excess bandwidth.

Exhaustive Service System Using Queue Size Prediction
— Queue size prediction is concerned with estimating the
traffic that is generated during the period between the
REPORT message transmission by the ONU and the begin-
ning of the gated transmission window. Let trgs denote this
time between the REPORT transmission at the ONU and the
start of the next grant for that ONU. A service system that
accommodates the traffic included in trgs is referred to as a
partially gated service system [16]. Alternatively, additionally
the traffic generated during the granted transmission window
could be predicted. Let trge denote the time between the
REPORT transmission by the ONU and the end of the next
grant at that ONU. This results in an exhaustive service sys-
tem [16]. Figure 9 illustrates these time periods. Let Qi be the
actual amount of traffic that queued up during trgs or trge. The
goal of queue size prediction is to get Pi as close to Qi as pos-
sible. For constant bit rate (CBR) traffic, which has a constant
and therefore predictable rate of traffic generation, this is
rather simple. Multiplying the constant rate of the CBR traffic
in bits/sec by trge [13, 17] is a sufficient predictor for CBR
traffic. For bursty variable bit rate (VBR) traffic, the queue
size prediction is more challenging.

Elementary schemes for queue size prediction for bursty
sources are [3]: constant credit and linear credit. In the con-
stant credit scheme, the OLT adds some constant credit to the
grant size. Let ψ be this credit, then Pi = ψ. In the linear
credit scheme, the credit adapts to the size of the request. Let
γ be the fraction of the request used as the credit, that is, Pi =
γRi. The idea is that the request size gives some indication as
to how much traffic will arrive in the waiting period, that is,
trgs or trge.

Using control theory [18] to drive the gap between predict-
ed and actual queued traffic to zero, an ONU reports the dif-
ference between the grant, Gi, and the actual data queued at
the start of the granted transmission window. Let Gi

prev be the
granted transmission window size, Ri

prev be the data queued at
the time of the report, and Qi

prev be the data queued during
trgs, all for the previous grant cycle. Let δi be the difference
reported by the ONU, that is, δi = Gi

prev – (Ri
prev + Qi

prev).
Let α be a control gain parameter, then: Gi = Gi

prev – αδi.
Control theoretic approaches are used for modifying the

control gain parameter to stabilize δi. Simulation results [18]
show that this scheme has almost an order of magnitude lower
packet delay compared to IPACT with gated grant sizing. This
difference is attributed to much better queue size prediction.
The results provide limited insight because they did not
explicitly show that this control theoretic approach drove δi
closer to zero than gated grant sizing.

A simple one step back linear predictor [19] can be used
for prediction, that is, predictions are based on the actual data

received during the previous waiting period. Let tn
prev be the

time of the previous cycle; the formula used for prediction is,

This formula is identical to the linear credit scheme with

Simulation results show that a one step back linear predictor
provides lower packet delay for expedited forwarding traffic
compared to fixed bandwidth allocation and limited band-
width allocation.

A higher order linear predictor [20] for predicting traffic
during the waiting period at an ONU also could be used. This
linear predictor has its weights updated by means of the Least
Mean Square (LMS) algorithm (see Section 3.5 in [21]). The
linear predictor attempts to predict Qi using information
about a number, L, of previous Qi values. Because it was
shown in [22] that prediction of self-similar traffic is best per-
formed using short-term correlation rather than long-term
correlation, simulations were conducted using L = 4. An
alternative approach could use this value as a starting point of
a search to find the optimal value of L. Mathematical analysis
proves that an increase in the accuracy of the predictor leads
to a decrease in average delay.

In the simulation results presented in [20], the higher order
linear traffic prediction scheme is compared against fixed
grant sizing, limited grant sizing, and limited grant sizing with
excess distribution. In limited grant sizing with excess distribu-
tion, the underloaded ONUs are scheduled immediately upon
receipt of the REPORT, whereas overloaded ONUs are
scheduled after REPORTs are received from all ONUs. The
results show a reduction of average packet delay, as well as
loss probability. However, it is unclear how much of the dif-
ference is attributable to traffic prediction and how much to
the difference in scheduling, either waiting for all REPORTs
or immediately scheduling each ONU.

Summary — The gated grant-sizing technique is the simplest,
adapts to changing traffic demands, and eliminates wasted por-
tions of a grant. However, it does not provide partially gated
or exhaustive service, and it cannot prevent ONUs from
monopolizing the upstream channel. This lack of control limits
the ability to provide fair access and quality of service guaran-
tees. The limited grant-sizing scheme can place limits on an
ONU’s access to the medium but can be inefficient in utilizing
the upstream capacity. Further, the limited and any other non-
gated grant-sizing scheme open up the possibility of a wasted
portion of a grant due to lack of frame segmentation in Ether-
net. When using a fixed-size protocol data unit (PDU), such as
for a BPON, this is not a problem. Employing excess distribu-
tion can improve the efficiency of the limited scheme by allow-
ing overloaded ONUs to take advantage of the bandwidth not
used by underloaded ONUs in a granting cycle.

Queue size prediction can lower queuing delays by attempt-
ing to predict the precise instantaneous traffic demands of an
ONU to allow for an exhaustive service discipline. The risk is
in reduced throughput due to wasted portions of a grant that
result from imprecise prediction. The bursty nature of data
traffic in the access network makes precise prediction difficult.
A slight over prediction will reduce throughput but decrease
delay by at least accommodating all of the queued Ethernet
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frames. Investigating non-linear neuro-computational methods
for the queue size prediction problem potentially is an area
for further research.

GRANT SCHEDULING (INTER-ONU SCHEDULING)

Medium access control for an EPON contains two scheduling
problems. The first is concerned with scheduling grants to
each ONU, namely, inter-ONU scheduling. The second is
concerned with scheduling the individual queues of Ethernet
frames at the ONU for transmission within the granted trans-
mission window, that is, intra-ONU scheduling. This division
of the scheduling often is referred to as hierarchical schedul-
ing [9, 23, 24]. We discuss inter-ONU or grant scheduling in
this section and defer discussion of intra-ONU scheduling to
the next section.

Since grant scheduling works at the inter-ONU level and is
coupled with the process of grant sizing, it is performed at the
OLT. Typically, to change the scheduling order from round
robin, the OLT must wait for all REPORTed queue sizes
from the ONUs and then determine the grant order. This
requires the use of interleaved polling with stop or the offline
DBA framework, as illustrated in Fig. 7.

ONU transmissions ordered longest queue first (LQF) [12,
25] or earliest packet first (EPF) [12] have been examined.
LQF allows ONUs with the largest grant size to transmit first.
This is the same as largest processing time (LPT) first schedul-
ing in standard scheduling theory notation [26]. EPF allows
ONUs with the earliest arriving HOL Ethernet frame to
transmit first. To avoid the walk time between cycles when the
OLT waits for all ONUs to REPORT before making any
scheduling decisions, the scheduling can leave out the last or
last few ONUs when scheduling. Simulation results [25, 27]
using Poisson traffic show that both LQF and EPF provide
lower average delay at medium loads compared to a round
robin scheduler. At low and high loads, the average delay was
the same as a round robin scheduler.

Implementing the limited with excess distribution grant siz-
ing technique requires special consideration with respect to
grant scheduling. To accumulate and distribute the total
excess bandwidth, the OLT must wait to receive REPORT
messages from all ONUs before issuing grants for the next
cycle. This means a walk time, twalk, is wasted between cycles.
To mitigate this, lightly loaded ONUs can be scheduled imme-
diately upon receiving their REPORT messages because they
will not receive any excess [13]. However, as the traffic load
increases to the point where all ONUs become overloaded,
twalk still is wasted between cycles. To avoid wasting twalk in
between cycles, an overloaded ONU can be scheduled imme-
diately if there is no underloaded ONU available for schedul-
ing when the channel becomes available [28].

Summary — Examining the performance of these existing
scheduling schemes for self-similar traffic is an important

topic for future research. Another avenue for future research
is to employ scheduling theory to find a better scheduler.

ONU QUEUE SCHEDULING (INTRA-ONU SCHEDULING)

Intra-ONU scheduling is concerned with scheduling the multi-
ple queues of Ethernet frames at an ONU, for transmission
within the ONU’s granted transmission window. If the number
of queues in an ONU is relatively small, this intra-ONU
scheduling can be performed at the OLT. However, as the
number of queues increases, scheduling is typically made hier-
archical [9] with the inter-ONU scheduling at the root of the
hierarchy in the OLT and one level of branches. The ONU
contains the branch (i.e., intra-ONU) schedulers.

Low complexity is a key design goal for intra-ONU sched-
ulers so that the cost of the ONUs is kept at a minimum.
There are typically two classes of scheduling that service mul-
tiple queues of differing priority:
• Strict priority (SP) scheduling, which can be unfair
• Weighted fair queuing (WFQ) scheduling
SP scheduling creates unfairness when starving lower priority
traffic due to unrestricted preemption. The ideal scheduler
should allow statistical multiplexing, but guarantee a minimal
portion of the available bandwidth to each priority queue (i.e.,
provide link sharing). Generalized processor sharing (GPS)
[29] achieves these goals for the fluid traffic model, where
packets are infinitesimally small. Unfortunately, in practical
systems with finite-size packets, the ideal GPS link sharing is
not directly applicable because a packet must monopolize the
server (i.e., transmission link) while in service. WFQ [30] is a
packet approximation of GPS whose deviation from the ideal
case is bounded by the maximum packet size. WFQ calculates
the start time of a packet under the ideal GPS system and
based on this start time, computes the finish time under ideal
GPS. Then, packets are transmitted in the order of the calcu-
lated finish time. The calculations of the ideal GPS times can
be computationally intensive for ONUs. A few schemes were
proposed to simplify these calculations at the expense of
approximation accuracy to the ideal GPS.

Start-time fair queuing (SFQ) [31] is one simplified version
of WFQ. In SFQ, the calculation of server virtual time that is
used to calculate the start time of a packet is reduced to the
start time of the packet currently in service, greatly reducing
the computational complexity. In contrast to WFQ, SFQ sorts
packets by start time rather than finish time. An intra-ONU
frame scheduler that employs a modified start-time fair queu-
ing (M-SFQ) algorithm [32, 33] can be used as a low complex-
ity alternative to SFQ. M-SFQ further simplifies the
scheduling by calculating the start time only for the HOL
packets.

Simulation results comparing M-SFQ to strict priority
scheduling indicate that M-SFQ provides the same average
delay for the expedited forwarding class (delay sensitive traf-
fic), higher average delay for assured services class 1 (high-

■ Figure 10. Quality of service taxonomy.
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speed video), and lower average delay for assured services
class 2 (low-speed pre-recorded video). Further, the average
delay for class 2 is lower than for class 1, which seems unde-
sirable, but is not commented on in the simulation study. One
can conclude that M-SFQ provides improved delay and
throughput for assured services class 2 at the expense of worse
performance of assured services class 1. It is not clear how
this displays the strengths of M-SFQ over strict priority
scheduling. M-SFQ achieves better inter-class isolation [33]
but also treats class 2 traffic better than class 1 traffic, which
is undesirable.

An additional shortcoming of M-SFQ is that it tends to
starve best-effort traffic to provide better QoS to the assured
services and expedited forwarding classes [34]. A modified
version of deficit weighted round robin (M-DWRR) was pro-
posed and examined in [34] to address this shortcoming. M-
DWRR maintains a credit deficit counter for each class and
considers only the HOL packets, ensuring low computational
complexity. In a first scheduling pass, M-DWRR offers band-
width to each class queue according to the class weight (which
is reflected in the deficit credit counter). The bandwidth that
is not required by the individual queues is redistributed in a
second scheduling pass, which has some resemblance to the
excess distribution mentioned earlier, but is conducted inter-
nally by the ONU. Simulation results indicate that M-DWRR
ensures fairness according to the chosen weights for the dif-
ferent service classes, including best-effort traffic. Also, over-
all throughput with M-DWRR is about 10 percent higher than
with M-SFQ due to eliminating best-effort traffic starvation.

A non-work-conserving scheduling discipline, called priori-
ty with insertion scheduling (PIS) [25], that transmits real-
time packets when their delay-bound will be exceeded is yet
another ONU queue scheduling approach. PIS allows non-
real-time traffic to gain access to the medium, as long as the
real-time traffic can be delayed without detriment.

Summary — To keep ONU costs low, the complexity of the
ONUs should be kept low. Therefore, the ideal intra-ONU
scheduler provides quality of service guarantees through link
sharing with low complexity. Alternatively, the intra-ONU
scheduling can be performed at the OLT. This can result in
potential scalability problems as the number of queues
increases [9]. However, allowing the OLT to perform the
ONU queue scheduling reduces ONU complexity concerns.

QUALITY OF SERVICE

EPONs are intended not only to carry best-effort data traffic,
they also are expected to carry packetized voice and video
that have strict bandwidth and delay requirements, as well as
delay jitter sensitivity. We present in Fig. 10 the taxonomy for
organizing the research work on quality of service guarantees
for EPONs.

Differentiated Service — The simplest way to facilitate QoS
is to provide differentiation of traffic and different service to
each differentiated traffic class. The ONUs classify and sepa-
rately buffer ingress traffic and can perform strict priority
scheduling between the classes when deciding which frames to
send during a gated transmission window. The use of strict
priority scheduling is required for compliance with 802.1d
bridging [23]. Standard strict priority scheduling results in a
phenomenon referred to as the light load penalty [13, 23].
The individual queue sizes are REPORTed at the end of a
grant. During the period trge, more high-priority traffic can
arrive at the ONU, which can preempt the lower-priority traf-
fic that was accounted for in the REPORT. If the grant sizing

predicts this higher priority traffic, newly arriving during trge,
then the grant will accommodate this traffic; otherwise, it will
unfairly preempt the lower priority traffic that was accounted
for in the REPORT. This problem occurs at low loads when
the grants are typically small and are more likely used up by
the newly arriving high-priority traffic. To alleviate this prob-
lem, a two-stage buffering scheme [23] should be used at the
ONU. The two-stage buffering moves the frames that were
accounted for in the REPORT scheduled into a single sec-
ond-stage queue that is emptied first during the next grant.
This scheme effectively enforces a strict priority scheduling
performed at REPORT time, as opposed to the time of the
grant, which will have a queue occupancy that is potentially
different than that REPORTed. Simulation results [13, 23]
demonstrate the existence of the light-load penalty and indi-
cate that the two-stage buffering eliminates the light-load
penalty at the expense of higher delay of high-priority traffic.

Strict priority scheduling can be extended to the PON level
[35]. A DBA algorithm that uses a fixed-cycle length and
divides this cycle between three priority classes on a strict pri-
ority basis is one approach. The OLT would send a separate
grant for each priority class [13, 35].

A two-layer DBA (TLBA) scheme [36] for differentiated
services also could be used. In the first layer, the OLT decides
the cycle partitioning between the classes of service (class-
layer allocation), and in the second layer, the partition for
each class is further divided for each ONU (ONU-layer allo-
cation). Within a class, all ONUs share the bandwidth accord-
ing to a max-min fairness policy. To keep any class from
monopolizing the available bandwidth in a frame, a per-class
bandwidth threshold is enforced. The bandwidth threshold
guarantees a minimum bandwidth for a class under heavy
load. Any remaining bandwidth from classes that request less
than their threshold is divided among classes that request
more than their threshold. The division of that remaining
bandwidth is handled through weights that are assigned to
each class. For ONU buffer management, weighted random
early detection (RED) can be used. Simulation results [36]
indicate that TLBA can divide the bandwidth as set through
class weights when under heavy load. This allows for band-
width guarantees for each class. The results also show that
under lower loads, TLBA allows for effective utilization of the
medium.

Class-of-service oriented packet scheduling (COPS) [37] is
another method to provide differentiated services. COPS reg-
ulates the traffic of each ONU, as well as each class-of-service
(CoS) using two sets of credit pools, one per ONU and one
per CoS. Granting begins with the highest CoS and ends with
the lowest CoS. In the first round of granting, each ONU with
traffic for the current CoS is granted up to the number of
credits stored for that ONU, as well as that CoS. To mitigate
the unused slot remainder for those grants that cannot be
fully satisfied, a threshold queue-reporting scheme is used. At
the end of the first round, the unused credits are pooled
together and in the second round, these unused credits are
distributed to the CoS-ONU pairs that were not fully satisfied.
Simulation results [37] show that COPS can provide lower
average and maximum delay for all but the highest CoS as
compared to IPACT with limited grant sizing (IPACT-LS).
The highest CoS experiences slightly higher average delay
under COPS as compared to IPACT-LS.

All of the above schemes suggest differentiating traffic at
the ONU into classes, separately reporting queue sizes of
each class, and allowing the OLT to provide individual grants
to each class. The schemes differ in how they determine the
grant sizes for each class. It is also apparent that two-stage
buffering is required to keep higher priority traffic arriving
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during trge from preempting the lower priority traffic that was
accounted for in the REPORT.

Bandwidth Guarantees — A DBA algorithm for EPONs
called Bandwidth Guaranteed Polling (BGP) [38] can be used
for providing bandwidth guarantees. The BGP algorithm acts
as a compromise between fixed TDM and statistical multiplex-
ing. In BGP, ONUs are divided into two disjoint sets:
• Bandwidth guaranteed ONUs
• Non-bandwidth guaranteed ONUs
The algorithm maintains two polling tables.

The first polling table divides a fixed length polling cycle
into a number of bandwidth units. The required bandwidth of
an ONU, as dictated by a service level agreement (SLA) with
a service provider, determines the number of bandwidth units
allocated in the polling table to that ONU. A bandwidth-guar-
anteed ONU with more than one entry in the polling table
has these entries spreading through the table rather than
appearing contiguously. This lowers the average queuing delay
because these ONUs are polled more frequently. However,
the increased polling frequency results in more grants per
cycle and hence, more guard times between grants, and thus
lower channel utilization. Further, fragmenting the grants can
potentially lead to lower grant utilization because Ethernet
frames cannot be fragmented to be transmitted across grant
boundaries. Therefore, a frame that is too large to fit in the
remainder of a bandwidth unit must wait for the next band-
width unit, and a portion of the current bandwidth unit is
wasted. Lower grant utilization further reduces the channel
utilization. BGP employs a method to mitigate the grant uti-
lization problem by allowing an ONU to communicate its
actual use of a bandwidth unit to an OLT. If the unused por-
tion of the bandwidth unit is sufficiently large, this portion is
granted to a non-bandwidth guaranteed ONU. Otherwise, the
next bandwidth-guaranteed ONU is polled. However, this
approach is severely limited by the propagation delays (i.e.,
walk times) required for message exchange on an EPON.

In BGP, unused bandwidth units in the first polling table
are given to non-bandwidth-guaranteed ONUs in their order
of appearance in the second polling table. The second polling
table, is constructed differently than the first. Entries in the
second polling table are created as non-bandwidth-guaranteed
ONUs request grants. This is in contrast to the first polling
table, which represents a division of time on the upstream
channel of the EPON. Simulation results presented in [38]
show that, as one expects, ONUs with more entries in the
polling table have lower queuing delay than those with fewer
entries, and IPACT lies somewhere in the middle.

BGP can be augmented to include admission control for
new bandwidth-guaranteed ONUs [39]. This admission con-
trol uses standard parameter-based admission control. There
are two parameters that describe the resource requirements of
ONUs:
• Bandwidth requirement (peak rate)
• Delay bound requirement
Using these parameters, the admission control determines
whether the ONU is accepted as a bandwidth-guaranteed
(BG) ONU or as a best-effort (non-BG) ONU.

Delay Guarantees — A DBA algorithm called Dual DEB-
GPS Scheduler [40] potentially can help provide delay guaran-
tees. This DBA uses deterministic effective bandwidth (DEB),
to determine the scheduling weights used in a generalized
processor sharing (GPS) scheduler. The scheduling is per-
formed in two layers, hence the name Dual. The first layer
performs class-level multiplexing at the OLT. The second
layer performs source level multiplexing at the ONU.

Traffic arriving at the ONU is regulated by a leaky bucket
mechanism. This leaky bucket enforces a traffic profile char-
acterized by: burst size Ω, peak rate Φ, and average rate μ.
These leaky bucket parameters are used to determine the
DEB for a source. This DEB is directly used as a weight to
determine the portion of the upstream bandwidth assigned to
this traffic source. The DEB guarantees a particular delay
bound. Let Δ be the desired delay bound, and Beff (Δ) be the
effective bandwidth to guarantee the delay bound. Then,

(2)

The OLT divides each bandwidth cycle according to the
Beff (Δ) weights; the remaining bandwidth in a cycle is divided
equally among all best-effort sources (i.e., those that do not
require any delay bounds). The OLT generates the grants per
ONU based on the weights and the information about which
sources belong to each ONU. The ONU is then responsible
for performing the intra-ONU scheduling that determines
how the different sources fill the granted transmission win-
dow. DEB attempts to guarantee delay bounds by guarantee-
ing a certain bandwidth (i.e., Beff).

Simulation results are presented [40] with ONUs having
two QoS-aware traffic sources (QoS1 and QoS2) and two
best-effort sources (BE1 and BE2). QoS1 has a delay bound
of 1 msec and jitter bound of 0.2 msec. QoS2 has a delay
bound of 2 msec and jitter bound of 0.4 msec. According to
the presented results, QoS1 traffic experiences roughly a 2 to
2.5-millisecond delay at a load of 0.7 and higher (bound is 1
millisecond). QoS2 traffic experiences roughly a 3-millisecond
delay at a load of 0.7 and higher (bound is 2 milliseconds).
From the presented results, it seems Dual DEB-GPS provides
low delay and jitter for traffic sources that require QoS but
does not provide a guaranteed delay bound at higher loads.

Delay Jitter Guarantees — A scheme called the Hybrid Slot
Size/Rate algorithm (HSSR) [41] can stabilize packet delay
variation in EPONs for jitter-sensitive high-priority traffic.
HSSR not only uses a fixed cycle length but also fixes the
position of jitter-sensitive high-priority traffic grants (fixed to
the beginning of the frame). The lower priority traffic from
ONUs occupies the remainder of the frame. HSSR causes
more than one grant per cycle to an ONU, which reduces effi-
ciency due to extra guard times. However, the reduced effi-
ciency allows for guaranteeing packet-delay variation bounds
for certain traffic. A portion of the fixed grant cycle is parti-
tioned for jitter-sensitive traffic. Quasi non-intrusive ranging
keeps the ranging and registration process of new ONUs from
disturbing high-priority traffic. The ranging and registration
responses from new ONUs are scheduled to occur during the
best-effort portion of the fixed frame. The fixed frame is large
enough to provide ample time for this process.

Simulation results show that HSSR offers lower average
delay and packet-delay variation than the conventional
scheme (i.e., no fixed position of high-priority traffic). Fur-
ther, the packet-delay variation for HSSR is due solely to
queuing delay and not from the scheduling by the DBA.

The Hybrid Granting Protocol (HGP) [17] can ensure QoS
through minimizing jitter and guaranteeing bandwidth. It is a
hybrid of two approaches to sizing grants, one uses the
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REPORT message to size the grant; the other uses a queue
prediction mechanism to size the grant to accommodate all
queued traffic at the point the grant begins (i.e., accommo-
dates traffic in trgs). The first approach is used for assured for-
warding (AF) [42] and best-effort (BE) services, whereas the
latter approach is used for expedited-forwarding (EF) [43]
services that are assumed to have a constant bit rate and
therefore can be estimated easily.

A scheduling cycle is then divided into two subcycles: EF
subcycle and AF/BE subcycle. The EF subcycle carries the EF
services for each ONU and the AF/BE subcycle carries the
AF and BE services for each ONU. Hence, every scheduling
cycle there are two grants for each ONU. REPORTing of the
AF and BE queues in an ONU is delayed until the end of the
EF grant for that ONU. This allows the OLT to obtain more
up-to-date queue occupancy for the ONU because the DBA
computation is performed after the EF subcycle.

By fixing the scheduling cycle size and fixing the position
of the EF grant to each ONU, HGP can guarantee bandwidth
to EF traffic and minimize the jitter experienced by the EF
traffic. This QoS comes at the expense of more guard times
per cycle because of the separate grant to each ONU for its
EF traffic. To mitigate this inefficiency, a grant for AF/BE
traffic is not sent if there is no pending traffic, eliminating the
need for a guard time for the AF/BE grant.

HGP and HSSR [41] share the same frame structure and
division. The novelty of HGP is the way in which the
REPORTs are generated. Simulation results [17] show that
HGP provides lower queuing delay at higher loads as com-
pared to a regular EPON scheduler. At lower loads, the regu-
lar EPON scheduler provides lower queuing delay, which is
attributed to the increased number of guard times per cycle
with HGP.

Admission Control — As reviewed, a variety of inter- and
intra-ONU scheduling solutions exist to provide QoS in
EPON networks. These solutions should be effective not only
in supporting QoS but also must be designed carefully to pro-
tect the requirements of already admitted traffic, as specified
in the associated SLAs. Toward this end, admission control
may become necessary to both support and protect the QoS
requirements in EPON networks.

Research on admission control for EPON began only very
recently [44, 45]. An admission control framework together
with an appropriate DBA algorithm that is capable of sup-
porting and protecting QoS of real-time traffic while guaran-
teeing a minimum bandwidth for best-effort traffic was
introduced and studied in [46]. The examined admission con-
trol algorithm determines whether or not to admit a new real-
time traffic stream based on its requirements and the
utilization of the upstream wavelength channel. To achieve
this, each polling cycle is divided into two subcycles. In the
first subcycle, each ONU is assigned a guaranteed minimum
bandwidth to support the respective QoS requirements of its
streams. The second subcycle is used by the OLT to dynami-
cally assign transmission windows to best-effort traffic of all
ONUs. The proposed admission control proceeds in two
steps. First, by using its assigned guaranteed bandwidth, each
ONU performs local rate-based admission control according
to the bandwidth requirements of newly arriving flows and
current bandwidth availability. Second, flows that could not be
locally admitted are reported to the OLT, which in turn tries
to admit them in the second subcycle, provided sufficient
unused bandwidth is available.

The performance of the proposed admission control was
studied by means of simulation using a strict priority and a
deficit-weighted round-robin based intra-ONU scheduling

algorithm for real-time voice and video streams, as well as
best-effort data traffic. The obtained results show that the
considered admission control is able to satisfy the QoS
requirements in terms of delay bound and throughput.

Summary — Differentiated services require differentiated
queuing and reporting and different grant sizing and schedul-
ing treatment for each class at the OLT. As the number of
queues increases, scalability becomes an issue and a hierarchi-
cal approach should be followed. Grant reservations are
required for providing bandwidth guarantees. A fixed and
properly-sized cycle length with fixed position of delay and jit-
ter-sensitive traffic can provide delay and jitter guarantees.
More research must be conducted in the area of providing
bandwidth, delay, and jitter guarantees on an EPON.

FAIRNESS

EPONs carry traffic from a diverse group of non-cooperative
subscribers. This non-cooperation requires fairness mecha-
nisms to ensure that all nodes receive their “fair” share of the
network resources. Fairness is most effectively tackled by the
grant-sizing process and requires the use of the offline DBA
framework. The limited and limited with excess distribution
grant-sizing schemes offer a method to provide fairness on an
EPON. We now discuss other approaches to fairness.

A sibling fair scheduler [9], in the case of EPONs, is a
scheduler that ensures fairness for queues within an ONU. A
cousin fair scheduler [9] can guarantee fairness among all
leaves (i.e., queues) regardless of grouping. An EPON
requires a scheduler that is fair among all queues and there-
fore requires a cousin fair scheduler. Fair Queuing with Ser-
vice Envelopes (FQSE) [9] is a hierarchical scheduling
algorithm that is cousin fair.

A service envelope (SE) is a grant to a node in the schedul-
ing hierarchy. A service envelope for a leaf node is a piece-
wise linear function of how satisfied a node is, whereby
satisfaction is measured in terms of a satisfiability parameter
(SP). The SP begins at 0 when the SE is at its minimum guar-
anteed bandwidth and increases linearly until the request is
completely satisfied. The slope of the linear increase is deter-
mined by the weight of the node.

The SE of non-leaf nodes is calculated as an approxima-
tion of the sum of the SEs of all their children. The approxi-
mation is necessary to keep the number of knee points in the
piecewise linear function from exceeding a prescribed maxi-
mum. Limiting the number of knee points is necessary to keep
the request message that conveys the piecewise linear function
within a fixed length.

A deficit round robin approach within an ONU can be
used to allow queues to contend for the cumulative slot
remainder. This guarantees that there is only one slot remain-
der per ONU as opposed to a slot remainder for each queue.
As a result, unused slot remainders are reduced. Simulation
and mathematical analysis [9] show that FQSE is capable of
making bandwidth guarantees, as well as providing fairness
between all queues regardless of which ONU they reside in
(i.e., cousin fairness).

For open access EPONs, in which multiple service pro-
viders share a single EPON, fairness must be maintained
among service providers, as well as subscribers. Dual service
level agreements (Dual-SLAs) [47] can be used to manage the
fairness for both subscribers and service providers. A Dual-
SLA manages two sets of SLAs, one for the subscribers and
one for the service providers. One of the sets of SLAs is
selected as the primary. The primary SLA set is given priority
over the secondary.
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MAC PROTOCOLS FOR
ALTERNATIVE PON ARCHITECTURES

MAC PROTOCOLS FOR A BROADCAST PON

Full-utilization local-loop request contention multiple access
(FULL-RCMA) [5] is an extension of RCMA that allows for
transmission interleaving to tolerate the walk times on an
EPON and provides a bounded cycle time for support of CBR
traffic. RCMA is a hybrid between a token-passing and con-
tention MAC protocol. A cycle of time is divided into a con-
tention-based request period and a token-passing data period.
During the request period, ONUs contend through request
messages to be added to the token-passing list for the upcom-
ing data period. One of the ONUs is designated the master
and generates the token-passing list for the upcoming data
period. ONUs, according to the order determined by the mas-
ter, pick up the token to gain access to the medium for their
transmission. If ONUs remain backlogged after receiving their
transmission window, they set a “more data” bit to signify that
they automatically should be added to the token-passing list
for the next cycle. This helps to reduce the probability of
request collisions. ONUs that are added to the token-passing
list through request contention are given priority over ONUs
that are added through setting the “more data” bit in the pre-
vious cycle. This allows new ONUs to gain prompt access to
the network. Performance analysis shows that FULL-RCMA
can provide higher upstream link utilization compared to
IPACT or RCMA. However, a comparison of average packet
delay between the schemes is not available.

For the MAC protocol proposed in [6], cycles are divided
into a control period and a data period separated by a waiting
time that is used to collect all control messages and to pro-
duce a schedule. The control period is divided using fixed
time division multiple access (TDMA), one slot for each
ONU. The ONUs independently compute the same transmis-
sion schedule given the control information, and the data
period is divided between the ONUs according to this sched-
ule. Because the control messages and data messages are sep-
arated, there are 2 ⋅ N guard intervals per scheduling cycle as
opposed to N guard intervals for a typical EPON, in which the
control information is appended to the end of the data trans-
missions. This increased number of guard intervals degrades
the channel utilization.

MAC PROTOCOLS FOR TWO-STAGE PONS

A DBA scheme for a two-stage PON called EPON Dynamic
Scheduling Algorithm (EDSA-2) [7] takes advantage of some
predictability of the aggregated traffic from the sub-OLTs.
Because sub-OLTs aggregate traffic from several bursty
sources, the sub-OLT traffic tends to be less bursty and hence,
more predictable. Specifically, EDSA-2 predicts the traffic dur-
ing trgs by assuming short-term rate stationarity from the aggre-
gated ONUs. Differentiated services are provided by having a
set of class queues for the local sub-OLT traffic, as well as a
separate set of class queues for the aggregated ONU traffic.
The aggregate ONU class queues are given priority over the
corresponding class queues for the local sub-OLT traffic.

Simulation results that compare EDSA-2 to a QoS DBA
that performs no traffic prediction (EDSA-1) show that
EDSA-2 provides lower average packet delay for all classes of
traffic from both standard ONUs and the sub-OLT ONUs.
The lower delays for the sub-OLT traffic can be explained by
the accommodation of traffic received during the granting
period (i.e., trgs) through traffic prediction. However, it is not
clear why the standard ONUs would experience lower delays.

CONCLUSION

In this article, we summarized and classified the existing
research on EPONs. We introduced a meaningful framework
that allows those interested in advancing EPON research to
quickly understand the state-of-the-art and to identify areas
requiring further study. We outlined the standard physical
PON architecture, as well as two alternative architectures,
broadcast PON and two-stage PON. We also examined and
provided a meaningful taxonomy for dynamic bandwidth allo-
cation. Using this taxonomy, we presented the existing work
on dynamic bandwidth allocation. The major branches of the
taxonomy are
• Grant sizing
• Grant scheduling
• Queue scheduling
We also surveyed the existing approaches for supporting qual-
ity of service and fairness. Finally, we presented a discussion
of protocols for the alternative physical PON architectures.
We conclude by outlining areas that we believe are in urgent
need of further research.

The problem of ONU grant sizing has received significant
attention from the research community, but there are still
important open questions. Providing an exhaustive service dis-
cipline for EPONs can lower queuing delays by up to a cycle
time. However, due to the nature of EPONs as a remote
scheduling system, an exhaustive service discipline is not pos-
sible without queue-size prediction. Prediction of queued
CBR traffic is straightforward as a result of its constant rate.
VBR traffic, on the other hand, is difficult to predict. With
the proliferation of VBR video through IPTV services, it
would be worthwhile to explore schemes to predict its short-
term bandwidth requirements. These schemes can be used for
queue-size prediction to help lower the queuing delay for this
delay-sensitive traffic. Data traffic is typically delay insensitive,
so there is less of a need to reduce the queuing delays for this
type of traffic.

The problem of distributing excess bandwidth has been
explored in the context of the offline DBA framework (i.e.,
interleaved polling with stop). It would be of value to explore
the possibility of providing fair excess bandwidth distribution
in the online DBA framework (i.e., a purely interleaved grant-
ing system).

The topic of ONU grant scheduling has received some
attention from the research community. However, we feel
this topic can be explored further to uncover the best grant
scheduler for an EPON. The topic of ONU grant scheduling
anchored in scheduling theory has been studied extensively
in [48, 49] within the context of multiple-channel EPONs.
Similar exposition should be extended to single-channel
EPONs.

With respect to providing QoS on EPONs, providing dif-
ferentiated services has received significant attention from the
research community. However, providing bandwidth, delay,
and delay variation (i.e., jitter) guarantees requires further
study. Providing guaranteed service across an EPON will be
critical because the access network is required to be an inte-
grated services network carrying packetized voice and video
along with data traffic. The voice and video services will
require some level of bandwidth, delay, and jitter guarantees
for successful operation.

Emerging from the work on single-channel EPONs,
researchers are beginning to extend the DBA problem to
EPONs that employ more than one upstream and/or down-
stream channel [14, 50, 51, 52]. DBA for multi-wavelength
EPONs represents a broad area for future research.
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