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Performance Comparison of R-PHY and
R-MACPHY Modular Cable Access

Network Architectures
Ziyad Alharbi, Akhilesh S. Thyagaturu, Martin Reisslein, Fellow, IEEE, Hesham ElBakoury, and Ruobin Zheng

Abstract—Emerging modular cable network architectures dis-
tribute some cable headend functions to remote nodes that are
located close to the broadcast cable links reaching the cable
modems (CMs) in the subscriber homes and businesses. In the
remote-PHY (R-PHY) architecture, an R-PHY device conducts
the physical layer processing for the analog cable transmissions,
while the headend runs the data over cable service interface
specification (DOCSIS) medium access control (MAC) for the
upstream transmissions of the distributed CMs over the shared
cable link. In contrast, in the remote MACPHY (R-MACPHY)
architecture, an R-MACPHY device (RMD) conducts both the
physical and MAC layer processing. In this paper, we conduct
a comprehensive performance comparison of the R-PHY and
R-MACPHY architectures. We first develop analytical delay mod-
els for the polling-based MAC with gated bandwidth allocation
of Poisson traffic in the R-PHY and R-MACPHY architectures.
We then conduct extensive simulations to assess the accuracy
of the analytical model and to evaluate the delay-throughput
performance of the R-PHY and R-MACPHY architectures for
a wide range of deployment and operating scenarios. Our
evaluations include long converged interconnect network (CIN)
distances between remote nodes and headend, bursty self-similar
traffic, and double-phase polling to mask long CIN propaga-
tion distances. We find that for long CIN distances above 100
miles, the R-MACPHY architecture achieves significantly shorter
mean upstream packet delays than the R-PHY architecture, espe-
cially for bursty traffic. Our extensive comparative R-PHY and
R-MACPHY evaluation can serve as a basis for the planning of
modular broadcast cable based access networks.

Index Terms—Broadcast cable, delay, DOCSIS, Internet access,
medium access control, polling.
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I. INTRODUCTION

A. Motivation

CABLE networks were traditionally designed to carry
broadcast television (TV) to a large number of

households. However, as the demand for unicast Internet ser-
vices increased, Cable Modems (CMs) and the Data Over
Cable Service Interface Specification (DOCSIS) were intro-
duced to transmit unicast data over the shared broadcast
channel in a cable network. Advances in cable technologies
have enabled Internet speeds up to 1 Gbps in both the uplink
and downlink direction to each CM.

As a result, multi-system operators that operate multiple
cable TV systems see unprecedented opportunities for the
development of innovative techniques that utilize the already
deployed cable infrastructures so as to meet present and
future Internet connectivity demands. However, the traditional
cable network elements were not developed to be flexible,
resulting in increased capital and operational expenditures
(CAPEX/OPEX) for installing new infrastructures and upgrad-
ing existing infrastructures as technologies advance. Recently,
numerous techniques have been proposed to reduce the costs,
such as the converged cable access platform (CCAP) and
the modular Cable Modem Termination System (CMTS), see
Section II-A and [1]–[4].

In order to reduce the propagation distances of analog sig-
nals in these broadcast cable based Internet access systems
there has been a trend to modularize the cable headend pro-
cessing. Digital signals are then transmitted to the headend
processing modules that are distributed to remote nodes placed
in close proximity to the CMs; thus analog signals travel
only short distances from the headend processing modules
in remote nodes to the CMs. Two main competing strategies
have recently been proposed: Remote-PHY (R-PHY), where
the physical layer processing for the cable transmission is con-
ducted in distributed remote nodes while the medium access
control (MAC) is conducted in a centralized headend loca-
tion, and Remote MACPHY (R-MACPHY) [2], [3], [5], [6],
where both physical layer and MAC processing are conducted
in remote nodes.

B. Related Work

Access networks based on broadcast cable have been
extensively studied during the development of the IEEE
801.14 protocol mechanisms, see [7]–[15], which subsequently
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influenced the DOCSIS specification [16]–[18]. Several stud-
ies have evaluated and refined the basic DOCSIS mechanisms.
Simulation models for DOCSIS have been developed
in [19]–[21], while the upstream throughput of DOCSIS 1.1
has been examined in [22]–[25], and the transmission of
MPEG and IPTV video on DOCSIS has been considered
in [26]–[28]. Initial dynamic bandwidth allocation (DBA)
designs for Quality of Service (QoS) based grant allocations
have been discussed in [29]. A CM can content with other
CMs for the upstream transmissions of request messages to
the CMTS at the headend. The DOCSIS contention behav-
ior has been examined in [30]–[35]. In order to resolve the
contention, Kuo et al. [36] have presented a priority access
based collision resolution scheme for different traffic priorities.
Similarly, Heyaime-Duvergé and Prabhu [37] have proposed
an application traffic based DBA to reduce the control signal-
ing and increase bandwidth utilization. As an improvement to
the earlier DOCSIS versions, Liao and Ju [38] and Liao [39]
proposed to adaptively allocate the TCP flow transmission
slots by using fast request transmission and long packet defer-
ment techniques. The impacts of the DOCSIS MAC protocols
on TCP have been further investigated in [40]. DOCSIS sim-
ulation models have been presented in [19], [21], and [41].
All of these prior studies have considered conventional cable
access architectures where all headend functions are co-located
in the headend.

In contrast, we examine modular cable access architectures
in this study, where some headend functions are distributed to
remote nodes. Prior studies on modular cable access network
architectures have mostly been qualitative in nature, exploring
the various features and possibilities opened up by modular-
izing the cable headend [4], [42]–[45] We are only aware
of one prior quantitative study on modular cable network
architectures, namely the study by Chapman et al. [46].
Chapman et al. [46] have presented a preliminary performance
analysis of the impact of the CIN distance from the remote
node to the headend (CCAP core) in the R-PHY architecture
for Poisson traffic. In contrast, we provide a comprehensive
performance evaluation of both the R-PHY and R-MACPHY
modular cable architectures for both Poisson and bursty
self-similar traffic.

The cable DOCSIS MAC protocol is based on the gen-
eral polling strategy [47]–[49], which has been mathematically
analyzed in various other network contexts, such as passive
optical access networks, see [50]–[58]. Most mathematical
analysis work for cable access networks has focused on the
contention of bandwidth requests, see for instance [30]–[36].
Complementary to these existing mathematical analyses of the
bandwidth request contention in cable access networks, we
consider the piggybacking of bandwidth requests on upstream
data transmissions [59] and focus on the polling MAC dynam-
ics. Specifically, we adapt existing delay analysis strategies for
polling to the cable DOCSIS MAC protocol.

C. Contributions

This article makes two main original contributions to
the research on access networks based on broadcast cable
networks. First, we adapt mathematical models of polling
based medium access control to mathematically analyze the

TABLE I
SUMMARY OF MAIN ACRONYMS

mean upstream data packet delay in cable access networks.
In particular, we develop delay models for the R-PHY and
R-MACPHY modular cable architectures. That is, we develop
delay models for the R-PHY architecture, which makes
upstream MAC decisions in the headend, as well as the
R-MACPHY architecture, which makes MAC decisions in the
remote nodes.

Second, we conduct an extensive numerical comparison
of the throughput-delay performance of the R-PHY and
R-MACPHY architectures for a wide range of scenarios. We
examine traffic burstiness levels ranging from Poisson traffic
to highly bursty self-similar traffic. We consider CIN network
distances ranging from tens of miles to 2000 miles, which
may arise when conducting the DOCSIS MAC processing in
a headend that is virtualized in the cloud. We consider dynamic
bandwidth allocation based on Gated grant sizing and Excess
sharing grant sizing in combination with offline and double-
phase polling (DPP) scheduling, which closely approximates
pipelined scheduling.

D. Organization

Throughout this article, we compare the R-PHY and
R-MACPHY modular architectures of access networks based
on the broadcast cable medium. Towards this end, this article
is organized as follows:

1) Overviews of the architectural and protocol concepts of
R-PHY and R-MACPHY are given in Sections II and III.

2) The end-to-end upstream mean packet delays in the
R-PHY and R-MACPHY architectures are analytically
modeled in Section IV.

3) Numerical performance comparisons based on analytical
and simulation results for a wide range of cable network
parameters are presented in Section V.

The main acronyms used in this article are summarized in
Table I.

II. BACKGROUND ON DISTRIBUTED CABLE

ACCESS ARCHITECTURES

A. General Background on Cable Access Networks

1) Converged Cable Access Platform (CCAP): The
Converged Cable Access Platform (CCAP) integrates the
physical layer QAM modulators [60] for video and data into an
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Fig. 1. The modular headend version 2 (MHAv2) architecture moves some
CCAP functions from the headend to the remote nodes. The remote nodes
are typically connected to the Headend/CCAP core via a digital Ethernet
fiber network. In the Remote-PHY (R-PHY) architecture, the remote node
implements the DOCSIS PHY. In the Remote-MACPHY (R-MACPHY) archi-
tecture, the remote node implements both DOCSIS PHY and MAC. The
R-PHY and R-MACPHY nodes serve the attached cable access networks in
broadcast mode.

universal QAM for DOCSIS connectivity to the CMs. DOCSIS
specifies the MAC [19] and PHY layers for communication
between the distributed CMs and the central cable modem ter-
mination system (CMTS) at the headend. Traditionally, hybrid
fiber coax access networks [61], [62] used analog optical
transceivers at the headend to generate amplitude modulated
analog optical signals to carry the information over a fiber to
a remote analog fiber node which converted the optical sig-
nals to radio frequency (RF) signals for transmission over the
coaxial cable to the CMs. Limitations of analog transmissions
have motivated the development of modular headend archi-
tectures with digital transmission over the fiber segment from
headend to remote node.

2) Modular Headend Architecture (MHA): The Modular
Headend Architecture (MHA) modularizes the CCAP network
functions so that the network functions can be distributed
among (split between) headend and remote nodes, whereby
the headend and remote nodes are connected by a digi-
tal fiber, as illustrated in Fig. 1. Digital fiber supports long
distance transmissions and variants of the 802.3 family of
Ethernet protocols, such as Ethernet Passive Optical Networks
(EPONs, IEEE 802.3ah, IEEE 802.3av). A secure Layer 2
Ethernet or PON link over a digital fiber connects the remote
node to the headend through multiple logical or physical
channels, thus forming a digital fiber coax network to the
attached CMs [63]. Implementing some CCAP functions in
remote nodes near the CMs reduces the analog transmis-
sion distances, thus improving the signal to noise ratio at
the CMs [64].

Typically, a remote node is located outdoors as a pole-
mounted fiber node or remote cabinet and transfers DOCSIS
frames between an IP network interface and an RF interface.
The centralized functions can be physically implemented
in the headend; however, they can also be implemented
at a remote site beyond the headend, e.g., in a regional
datacenter or in the cloud. The CCAP core at the head-
end typically consists of all the traditional CMTS func-
tion, except for functions implemented at the remote nodes.
The network between the CCAP core and the remote node
can contain both Layer 2 switches and Layer 3 routers
and is commonly referred to as the Converged Interconnect
Network (CIN) [65].

Fig. 2. R-PHY architecture: DOCSIS MAC is implemented at the
CCAP core, whereas, the DOCSIS PHY is implemented at a Remote-PHY
Device (RPD).

B. Remote PHY (R-PHY) Architecture

The Remote-PHY (R-PHY) [5] architecture implements
the DOCSIS PHY layer at the remote node, whereas the
DOCSIS upper layers and MAC are centrally implemented at
the headend or cloud. More specifically, the R-PHY architec-
ture separates the DOCSIS PHY functions from the traditional
CCAP chassis. Separating functions in the CCAP platform can
achieve several benefits, such as independent scaling of MPEG
video delivery, and flexible management of DOCSIS and out-
of-band (OOB) cable transmissions. OOB transmissions use
the frequency bands that are mutually exclusive to the bands
reserved for the traditional data transmissions. OOB provides
auxiliary services, such as Set Top Box (STB) connectivity
and management in cable access platforms [66]. The func-
tion separation in the CCAP platform makes the software and
physical hardware upgrades in the R-PHY architecture mod-
ular and independent, resulting in improved availability and
manageability [42], [45].

1) R-PHY Internals: The R-PHY architecture separates the
CCAP into CCAP core functions that are implemented at a
centralized location (e.g., headend or cloud), and into DOCSIS
PHY functions that are implemented at the RPD, as shown in
Fig. 2. The CCAP core in an R-PHY architecture consists of
the CMTS for DOCSIS (which in turn consists of the DOCSIS
MAC and upper layers) and an edge QAM (EQAM) [62] MAC
for video. The DOCSIS upper layers include control signaling
functions, downstream and upstream bandwidth schedulers, as
well as DOCSIS framing. The RPD connects to the CCAP core
through a network interface and connects to the CMs through
an RF interface. An RPD also supports the Layer 1 PHY con-
version, Layer 2 MAC conversion, and Layer 3 pseudowires
(PWs) [5]. An IP PW is a logical interface, such as an IP tun-
nel, that seamlessly transports the DOCSIS frames between
the CCAP core and the RPD.

The RPD receives the downstream DOCSIS signals from
the CCAP core over a digital medium, such as Ethernet or
PON. The RPD then essentially functions as a physical layer
converter that converts the received digital signals to analog
signals for RF transmissions over the coaxial cable. In the
upstream direction, the RPD converts the DOCSIS analog sig-
nals received from the CMs of a service group (SG) to digital
frames. These digital frames are then transported to the CCAP
core at the headend/cloud for further processing.

2) R-PHY Transport Mechanisms: The Downstream
External PHY Interface (DEPI) [67] and Upstream External
PHY Interface (UEPI) [68] provide the transport mechanisms
between the RPD and the CCAP core. DEPI and UEPI are
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Fig. 3. DEPI and UEPI protocol mechanisms create multiple pseudowires
(PWs) between CCAP core and RPD to transport the DOCSIS PHY frames
in the downstream and MAC frames in upstream directions.

based on the Layer 2 Tunneling Protocol version 3 (L2TPv3),
i.e., RFC 3931 [69]. The L2TPv3 transparently transports
Layer 2 protocols over a Layer 3 network creating the PWs.
As illustrated in Fig. 3, the DEPI consists of multiple PWs
between the DOCSIS MAC module at the CCAP core and the
PHY module in the RPD so as to create independent paths for
signalling and data transmissions between RPD and CCAP
core. The signalling transmissions include control frames for
setting up, maintaining, and tearing down of sessions. The data
transmissions include DOCSIS data frames, video packets,
and OOB packets. In addition, the DEPI supports the Packet
Streaming Protocol (PSP) [70] for advanced services, such as
DOCSIS 3.1. Similar to DEPI, the UEPI also creates PWs
between the CCAP core and RPD, supporting independent
control and data transmissions in the upstream direction.

More specifically, the downstream operation at the RPD
involves DOCSIS framing of the payloads that are extracted
from the traffic received by the DEPI interface, the RF modula-
tion of DOCSIS frames, and the RF signal transmissions over
the cable interface. When the signal is received from the coax
cable in the upstream direction, the operations at the R-PHY
include the RF demodulation, the digitization of the received
analog RF signals, and the extraction of DOCSIS frames.
The resulting frames are then encapsulated by the UEPI for
transmissions via the network interface to the CCAP core.
In order to support the DOCSIS MAC, the RPD extracts the
bandwidth requests from the DOCSIS frames that arrive from
the CMs. The RPD then encapsulates and sends the requests
with priority over a separate PW. In particular, the routers
and switches in the CIN support Differentiated Services Code
Points (DSCPs) and can be configured with Per Hop Behaviors
(PHBs) [71] such that control signalling traffic is prioritized.
That is, the DOCSIS control packet traffic is forwarded with
priority to achieve low latency while traversing the CIN [72].

3) R-PHY Variants: The CIN network between CCAP core
and RPD is typically either an active Ethernet network or
an optical network. The DOCSIS MAC can be implemented
either at the headend (i.e., CCAP core) or in remote data cen-
ters (i.e., cloud). Additionally, the DOCSIS scheduler can be
implemented either at the headend or RPD, i.e., the scheduler
could be separated from the MAC [5, Sec. 10.1, Annex B1].
Thus, a variety of combinations of CIN type, vMAC location,
and DOCSIS scheduler location are possible. We consider the

Fig. 4. (a) R-PHY with Ethernet CIN and MAC/Scheduling in Headend
(Section II-B3a): Ethernet links provide the CIN connectivity between the
RPD and headend. The CCAP core is located at the headend and implements
the DOCSIS MAC and scheduling. (b) R-PHY with Ethernet CIN and vMAC
in cloud (Section II-B3b): DOCSIS MAC and scheduling are implemented at
a cloud location. An Ethernet connection spans from the cloud to the RPD,
enabling the communication between DOCSIS vMAC and RPD.

DOCSIS MAC and scheduler to be co-located throughout.
More specifically, we focus in this study on two common
variants of R-PHY with Ethernet CIN: i) DOCSIS MAC
and scheduling in the headend, and ii) DOCSIS MAC and
scheduling implemented in the cloud (vMAC).

a) R-PHY with Ethernet CIN and MAC/scheduling in
headend: This R-PHY with Ethernet variant connects the
RPD with the CCAP core through IEEE 802.3 [73] links over
switches and routers in the CIN. The CCAP core implements
the DOCSIS MAC and scheduler in the headend as show in
Fig. 4(a). DEPI and UEPI interfaces establish the L2TPv3
tunnels so that the DOCSIS request (REQ) and grant (GNT)
control messages traverse the CIN between the CCAP core at
the headend and the RPD over prioritized L2TPv2 sessions.

b) R-PHY with Ethernet CIN and cloud vMAC: The vir-
tualization of the DOCSIS MAC and scheduling in a cloud
vMAC effectively shifts the MAC and scheduling implemen-
tation to a remote datacenter or cloud. Therefore, the DEPI
and UEPI sessions are established between the cloud loca-
tion and the RPD, as illustrated in Fig. 4(b). The headend
functions as a switch or router supporting the L2TPv3 mecha-
nisms. The DOCSIS REQ and GNT messages traverse all the
way between the remote cloud location and the RPD, result-
ing in longer request-grant delay compared to an R-PHY with
DOCSIS MAC and scheduler at the headend.

C. Remote-MACPHY (R-MACPHY) Architecture

The Remote-MACPHY (R-MACPHY) architecture moves
both the DOCSIS MAC and PHY layers out to the remote
node, which is referred to as Remote MACPHY Device
(RMD) [74]. The connection between the CCAP core and
the RMD is essentially a Layer 2 Ethernet connection. In the
downstream direction, an RMD accepts data from a headend
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Fig. 5. Illustration of R-MACPHY Architecture: DOCSIS MAC and PHY are
implemented at the Remote MACPHY Device (RMD). The upper DOCSIS
layers are implemented at the headend.

Fig. 6. A generic interface can be used to transport the DOCSIS upper
layer data from RMD to DOCSIS upper layers, which are implemented at the
CCAP core headend.

L2 aggregation device, i.e., the RMD accepts data, video, and
digitized signal sequences from an external OOB converter [3].
In the upstream direction, the RMD collects data from cable
modems and set-top boxes (STBs), and forwards the data to
the headend and STB control system. Thus, the RMD transpar-
ently converts the optical data frames on the headend-to-RMD
network to RF data frames on the broadcast cable network and
vice versa.

The R-MACPHY design can vary based on the imple-
mentation of the remaining CCAP functions, i.e., the CCAP
functions that do not belong to DOCSIS CMTS MAC and
PHY. These remaining CCAP functions can be either imple-
mented at the headend or in the cloud. Common to all design
variants is that the MAC and PHY are implemented on the
same RMD physical device.

1) R-MACPHY Internals: Figure 5 highlights the compo-
nents that are common to the variety of options. Distributed
architectural variations of R-MACPHY can be mainly clas-
sified into: i) RMD with minimal configuration, i.e., only
the DOCSIS MAC is implemented at the RMD, ii) RMD
with embedded edge-QAM (EQAM) [62], i.e., the MAC for
both video and DOCSIS data are implemented at the RMD,
iii) Remote CCAP (R-CCAP), which implements all CCAP
functions at the remote nodes, and iv) R-CCAP with central-
ized controller. Our evaluation considers the implementation
of the MAC scheduler at the remote node, which is common
to the variations of the R-MACPHY architecture.

2) R-MACPHY Transport Mechanisms: With the DOCSIS
MAC implemented at the RMD, only the upper layer (i.e., L3
and above) DOCSIS data must be transported to the CCAP
core located at the headend for further processing. The request-
grant delay is much shorter compared to R-PHY, since the
exchange of REQ and GNT messages occurs over much
shorter distances, namely between RMD and CMs. While the

Fig. 7. DOCSIS request and grant messages are exchanged over coaxial
cable between Remote-MACPHY Device (RMD) and CM.

RPD in the R-PHY architecture must prioritize the REQ packet
transmissions over normal payload data traffic on the CIN, the
RMD does not require any such prioritization.

Typically, the headend and RMD are connected through a
Layer 2 digital transport connection over optical fiber. Thus,
RMD traffic can be transported by optical Gigabit Ethernet
CINs or EPON/GPON CINs [75]. Logical connections, such as
L2/L3 tunnels (interfaces) provide transparent flow level con-
nections between RMD and headend, as described in Fig. 6.

3) R-MACPHY With Ethernet CIN: An Ethernet CIN com-
posed of routers and switches can interconnect the RMD and
the headend, e.g., the CIN in Figure 7 is composed of an active
Ethernet network. The RMD essentially forwards the L2/L3
packets to the CCAP core. A layer 2 or 3 level connection,
such as Layer 2 Virtual Private Network (L2VPN) or L2TPv3
is established between the RMD and headend.

III. DISTRIBUTED CABLE ACCESS PROTOCOLS

DOCSIS implements a centralized reservation-based allo-
cation of the cable upstream bandwidth for the CM transmis-
sions. Periodically, the headend sends a bandwidth allocation
MAP (MAP) to inform attached CMs of the start time and
duration of their next upstream transmission windows. Also,
the allocation MAP defines the slots available for contention
transmission and the slots available for new CMs to join
the network [20]. More specifically, CMs can acquire band-
width for upstream data transmission through requests sent
with contention or with piggybacking onto data transmis-
sions. Piggybacking avoids contentions, since the requests are
transmitted along with the upstream payload data [37].

A. Background on Dynamic Bandwidth Allocation

We categorize and identify the dynamic bandwidth allo-
cation (DBA) algorithms in the polling based DOCSIS
MAC protocol using the three design dimensions, i) grant
scheduling framework which characterizes the event trig-
gering the scheduling and bandwidth allocation as well as
the overall structure of the granting and scheduling pro-
cess, ii) grant sizing policy which determines the size of
the upstream transmission window allocated to each CM,
and iii) grant scheduling policy which arranges the order
of the different scheduled transmission windows [76]–[79].
A dynamic bandwidth allocation (DBA) algorithm in the
DOCSIS scheduler sizes (dimensions) the upstream trans-
mission windows (grants) based on the reports received by
the CMs and sends the grants via MAP messages to the
respective CMs.
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1) Grant Scheduling Framework:
a) Offline: Grant transmission windows are allocated

after REPORTs from all CMs have been received at the
CMTS. That is, the schedule for the entire granting cycle of
CM upstream transmissions is generated when the REPORT
message from the last CM is received.

b) Double phase polling (DPP): CMs in a SG are par-
titioned into two independent DPP groups. Within each DPP
group, the granting and scheduling is triggered by the receipt
of REPORTs from all CMs in the group. Each DPP group is
scheduled independently in an offline manner.

2) Grant Sizing Policy: In DOCSIS 3.1, grant sizes are
allocated to the CMs in terms of number of minislots. Each
minislot corresponds to a set of specific frequency subcarriers
for a specific transmission time duration. An OFDM symbol
is the fundamental unit of the minislot, and the number of
OFDM symbols for each minislot in a given SG is defined as
per the specifications in [59]. The grant sizing policy deter-
mines the grant sizes in terms of minislots such that the CM
transmissions are orthogonal. By maintaining orthogonality,
each CM gets exclusive access (without collisions) to the cable
broadcast channel for its upstream transmissions. Effectively,
a group of minislots that are reserved for the transmissions
of a given CM can be abstracted to a variable transmission
(bandwidth) bitrate channel.

The grant sizing policy determines the transmission win-
dow size (in terms of number of OFDM minislots) based
on the CM upstream transmission request (in terms of bytes
of data queued for upstream transmission). We consider two
widely considered grant sizing policies for the comparison of
the R-PHY and R-MACPHY architectures:

a) Gated: The Gated grant sizing mechanism grants the
CMs their full amount of requested bandwidth [76], [79]–[81].

b) Limited with excess share: Based on the requested
transmission windows, the CMs sharing a cable channel are
segregated into a group of underloaded CMs and a group of
overloaded CMs [82], [83]. A CM is considered to be under-
loaded if the reported queue size (requested transmission win-
dow) is less than or equal to a prescribed maximum grant size
divided by the number of CMs. An overloaded CM requested
a transmission window larger than the maximum grant size.
In the excess share mechanism, the total excess bandwidth is
the sum of the remaining (unused) bandwidth of all under-
loaded CMs, which is then shared by the overloaded CMs.
The grant for an overloaded CM becomes the maximum grant
size plus the total excess bandwidth divided by the number of
overloaded CMs.

3) Grant Scheduling Policy: The grant scheduling policy
determines how multiple CM transmission windows (minis-
lots) are arranged during a granting cycle. We employ the
Shortest Propagation Delay First (SPD) scheduling policy [84]
which arranges the CM grants in ascending order of their
round-trip propagation delay from the MAC module. In partic-
ular, we follow a hybrid allocation of minislot resources [85]
across the frequency and time dimensions such that the ear-
liest available (in the time dimension) minislots are allocated
in a greedy manner to the CMs with the shortest round-trip
propagation delays.

B. UEPI Pseudowire (PW) Overhead Evaluation

The R-PHY architecture incurs overhead for two reasons: i)
UEPI protocol on CIN, as well as ii) UEPI transport of REQ
and maintenance frames. In contrast to the R-PHY architec-
ture, the R-MACPHY architecture implements the DOCSIS
MAC at the remote node. Thus, the R-MACPHY architecture
does not need additional CIN transport mechanisms through
UEPI interfaces and PWs. Therefore, the R-MACPHY does
not experience the PW overheads for transporting the data
information blocks from the remote node to the headend for
the upper layer processing. In the remainder of this section,
we evaluate the UEPI PW overhead incurred in the R-PHY
architecture.

The RPD receives the upstream analog RF transmissions
from the CMs in terms of DOCSIS frames over the cable link.
These DOCSIS frames are processed to extract the REQ mes-
sage and data payload. The UEPI protocol establishes multiple
PWs for the transport of DOCSIS frame information to the
headend (vMAC) with different priorities. The UEPI protocol
uses standard IEEE 802.3 based Ethernet as the underlying
technology for the transport of the DOCSIS frames in the
digital format to the headend. For each UEPI packet, the
802.3 Ethernet header is 22 bytes, the IPv4 header is 20
bytes, the L2TPv2 header is 4 bytes, the Packet Streaming
Protocol (PSP) subheader is 4 bytes, and the CRC is 4 bytes,
resulting in a total overhead of 54 bytes per Ethernet frame.
Thus, the overhead factor O due to the UEPI protocol for
each Ethernet frame can be evaluated as O = 54/E , where, E
is the Ethernet frame size. Although CableLabs specifications
define the UEPI protocol, the actual framing of UEPI packets
is implementation specific.

A given DOCSIS frame is typically mapped to several UEPI
packets, separating payload data and REQ information for
prioritization. Additionally, payload data and REQ informa-
tion are mapped to UEPI packets based on the criteria of
minimum and maximum UEPI Ethernet frame sizes. That is,
large information blocks, such as payload data may be frag-
mented, and short information blocks, such as REQs, may
be opportunistically aggregated across several SGs to con-
form with the prescribed minimum and maximum Ethernet
frame sizes. Therefore, an accurate estimation of the over-
head requires detailed knowledge of the distribution of the
Ethernet frame sizes E and the resulting UEPI packet sizes.
For UEPI packets based on the maximum Ethernet frame size
Emax = 1900 bytes [68], the overhead factor is OUEPI

min =
54/1900 = 0.02842, i.e., the overhead is 2.8 % of the
UEPI frame. Note that this is the overhead due to the UEPI
interface, which is specific to R-PHY. For smaller Ethernet
frame sizes E and correspondingly smaller UEPI packets,
the overhead OUEPI increases proportionally. For instance,
for E = 950 bytes, the overhead is OUEPI = 5.7 %, while
for E = 425 bytes, the overhead due to UEPI climbs to
OUEPI = 11.4 %. Note that this overhead due to UEPI affects
only the transmission over the CIN, which has typically abun-
dant transmission bit rate Ri, compared to the transmission bit
rate of the cable network Rc. Therefore, the overhead due to
UEPI is negligible when the cable network is the bottleneck.
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In terms of the overhead due to DOCSIS REQ and main-
tenance frames over the CIN link, an entire UEPI packet
carrying a single (or multiple) REQ(s) and maintenance frames
can be considered as an overhead on a given CIN link.
However, evaluating how many UEPI packets would carry
REQ and maintenance frames within a given time duration
is complex. The complexity arises from the required esti-
mation of the UEPI packet size distribution. In an actual
deployment, the UEPI interface implementation decides the
UEPI packet size distribution. We model the number of UEPI
packets with the variables PUPEI

data and PUPEI
non-data denoting the

number of UEPI packets required to carry the data, as well
as the request and maintenance information blocks within one
tMAP duration, respectively. The total number of UEPI pack-
ets PUPEI required to transport the DOCSIS PHY frames to
the vMAC at the headend within a single tMAP duration is,
PUPEI = PUPEI

data +PUPEI
non-data. With Enon-data

avg and Eavg denoting the
average frame sizes of the non-data UEPI packets and all UEPI
packets (i.e., inclusive of data and non-data packets), respec-
tively, the overhead ORM from the REQ and maintenance
UEPI packets on the CIN link, for a single tMAP duration is

ORM
avg = PUPEI

non-data × Enon-data
avg(

PUPEI
data + PUPEI

non-data

) × Eavg
. (1)

The utilization impact of REQ and maintenance frames over
the CIN link can be estimated as

URM
avg = PUPEI

non-data × Enon-data
avg

Ri × tMAP
. (2)

Suppose we conservatively consider the maximum UEPI
Ethernet frame, i.e., 1900 bytes, the CIN data rate Ri =
1 Gbps, and one REQ frame corresponding to one SG in
the duration of tMAP = 2 ms. The resulting utilization URM
of the CIN link for a single REQ and maintenance frame is
(1 × 1900)/(1 × 109 × 0.002) = 9.5 × 10−4, which is a very
small fraction of the CIN link capacity Ri. Thus, the overheads
due to conducting the DOCSIS MAC REQ and maintenance in
the R-PHY architecture over the CIN are essentially negligible.

IV. DOCSIS CABLE POLLING DELAY ANALYSIS

This section presents a delay analysis of the DOCSIS
polling protocol for upstream transmissions over the cable
broadcast network. To the best of our knowledge, prior delay
analyses of the DOCSIS protocol have mainly focused on
the contention of bandwidth request (REQ) messages on the
contention slots of the upstream MAC frames [30]–[36]. We
consider piggybacking of the REQ messages on upstream data
transmissions; thus, contention does not arise in our model
(future work could combine prior contention models with our
polling model). Polling protocols have been extensively ana-
lyzed for access networks based on passive optical networks
(PONs), see [50]–[58].

A. Polling in R-PHY Architecture

In this section we present a basic timing analysis of the
R-PHY bandwidth polling and upstream transmission dynam-
ics. The goal of this timing analysis is to capture the main

TABLE II
MODEL PARAMETERS, WITH DEFAULT SETTINGS

aspects of the DOCSIS protocol [59, Sec. 7.2] that govern the
upstream transmission delays. Specifically, our goal is to gain
insights into the elementary polling dynamics in the R-PHY
architecture. For tractability, we focus on a single CM that is
attached via a single RPD to a headend. We consider the Gated
bandwidth allocation (grant sizing), which grants the CM its
full request. Figure 8 illustrates the cyclical polling protocol
exchanges between the considered CM and the DOCSIS MAC
implemented at the headend (or cloud in the vMAC variant).
The model notations are summarized in Table II. In a given
cycle, the headend sends a MAP message that is forwarded
by the RPD to the attached CM. As illustrated in Figure 8,
the CM send its requests via the RPD to the headend/cloud,
where the DOCSIS bandwidth allocation decisions are made.
The corresponding grant is sent in a MAP message from the
headend/cloud via the RPD to the CM. The CM in turn trans-
mits its upstream data as instructed and piggybacks its next
bandwidth request.

1) One-Way R-PHY Network Traversal Delay: As ground
work towards modeling the upstream packet delay, we first
model the round-trip propagation delay of the R-PHY network
as twice the one-way R-PHY network traversal delay tR−PHY

Mp .
In particular, we define for convenience (to reduce clutter)
tR−PHY
Mp as the constant delay components due to physical

propagation over the cable and CIN network, plus half the
MAP period tMAP. We consider half the tMAP to model that
a given arbitrary data packet may be generated at any (uni-
formly distributed) time instant during the MAP period. Thus,
the packet experiences on average half the MAP period as
delay from packet generation to next reporting. We apply sim-
ilar reasoning for the grant transmission from headend to CM
and then the actual CM data transmission. That is, we model
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Fig. 8. Illustration of polling cycle timing for a cable modem (CM) in R-PHY
architecture. A generated packet is reported via a request that is piggybacked
on the CM upstream payload data transmission and forwarded by the remote
PHY device (RPD) via the prioritized UEPI pseudowire (PW) for request
(control) traffic to the headend. The headend allocates bandwidth and com-
municates the allocation via the MAP/grant DEPI to the RPD and onwards
to the CM. According to the scheduled bandwidth allocation in the MAP, the
CM sends its payload data, including the considered packet, upstream to the
RPD. The RPD sends the data via the upstream data UEPI over the CIN to
the headend.

that the propagation delays across the CIN and cable network
are not specifically synchronized to the MAP periods, which
appears realistic for real deployments with varying propagation
delays. Thus, we include half the tMAP for each transmission
in a given direction over the network, resulting in the mean
one-way R-PHY network traversal delay

tR−PHY
Mp = δ + τ + tMAP

2
. (3)

We neglect the overhead due to the transmission delay of
the request message over the cable and the CIN network in
this analysis (but consider the request message transmission
delays in the simulations in Section V). Also, we assume that
the request UEPI has negligible queueing delay in the RPD.
Moreover, we neglect the schedule computation delay in the
headend. For a refined analysis these neglected delay compo-
nents could be included in a refined model for the network
traversal delay tR−PHY

Mp .
2) Polling Cycle Duration: The polling cycle corresponds

to the round-trip propagation delay from the CM to the head-
end and back to the CM for the request and grant as well
as the transmission time for the accumulated generated traffic
over the cable link to the RPD, i.e., transmission time Gn/Rc

for an accumulated data amount Gn. With the modeling of the
one-way R-PHY network traversal delay in Eqn. (3), the mean
cycle duration E[Z] follows from [51, Eq. (7)]:

E[Z] = 2tR−PHY
Mp

1 − ρc
. (4)

Note that the mean cycle duration is governed by the load
(traffic intensity) on the cable network and is independent of
the load on the CIN network. This is because the request and
grant messages are transmitted with priority over the respective
UEPI and DEPI CIN PW links. If these PWs achieve negligi-
ble transmission and queueing delays for the request and grant
control messages over the CIN (relative to the round-trip prop-
agation delay tR−PHY

Mp and the cable upstream data transmission

delay Gn/Rc), then the CIN load has no significant effect on
the cycle duration.

3) Upstream Packet Delay Components: We adapt the gen-
eral polling protocol analysis from [51] to the R-PHY polling
as illustrated in Figure 8. Following [51], we define the delay
from the instant of packet generation to the piggybacked
reporting at the end of the next upstream transmission as
D1. This delay D1 corresponds to the residual life time of
the polling cycle. According to general residual life time
analysis [86, p. 173], the mean residual life time is

E[Z] = E
[
Z2

]

2E[Z]
. (5)

Applying Eqn. (5) to our setting by re-tracing the steps leading
to [51, Eq. (35)] gives the mean of delay component D1 as:

E[D1] = tR−PHY
Mp

1 − ρc
+ ρc

2Rc
(
1 − ρ2

c

)

(
σ 2

L

L̄
+ L̄

)

. (6)

We define the delay component D2 as the time period
between the CM report transmission and the beginning of the
corresponding upstream data transmission. The delay com-
ponent D2 models the mean round-trip propagation delays
(including the MAP delays) for the request from CM to the
headend and the corresponding grant (MAP) from the headend
to the CM. Accordingly,

E[D2] = 2tR−PHY
Mp . (7)

The delay component D3 models the time period from the
starting instant of the cable upstream data transmission that
contains the considered packet to the starting instant of the
transmission of the considered packet. This D3 delay cor-
responds to the transmission delay of the packets that were
generated for the upstream transmission in cycle n before our
considered packet. This time period of packet generation for
cycle n before our packet corresponds to the backward recur-
rence time of a cycle. This backward recurrence time and the
mean residual lifetime are equivalent for the considered steady
state operation [87, Ch. 5.5]. That is, this packet generation
time period has mean duration E[Z2]/(2E[Z]), see Eqn. (5),
during which packets are generated at rate λ. Each of the gen-
erated packets requires a mean transmission time of L̄/Rc over
the cable link. Thus, the mean of delay component D3 is

E[D3] = λL̄E
[
Z2

]

2RcE[Z]
= ρcE[D1]. (8)

In addition to the delay components D1, D2, and D3, the
considered packet incurs the upstream transmission delay over
the cable L̄/Rc, the queueing delay DCIN

q for the CIN trans-
mission, the transmission delay over the CIN L̄/Ri, and the
one-way propagation delay tR−PHY

Mp . Modeling the CIN queue
with an M/G/1 model, we obtain for the mean waiting time
in the CIN queue:

E
[
DCIN

q

]
=

ρi

(
σ 2

L
L̄

+ L̄

)

2Ri(1 − ρi)
. (9)
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Fig. 9. Illustration of polling cycle timing for R-MAC architecture: The
piggybacked CM request reaches the remote R-MACPHY (RMD) node via
the cable link. The RMD processes the request and grants the bandwidth
allocation to the CM. After the corresponding data packet transmission has
reached the RMD, the packet is queued for CIN upstream transmission, and
then transmitted from the RMD to the headend.

Combining all delay components, we obtain for the overall
mean packet delay:

E[D] = 2tR−PHY
Mp

2 − ρc

1 − ρc
+ L̄

(
1

Rc
+ 1

Ri

)

+ 1

2

(
σ 2

L

L̄
+ L̄

)(
ρc

Rc(1 − ρc)
+ ρi

Ri(1 − ρi)

)
. (10)

B. R-MACPHY Timing Analysis

The R-MACPHY polling cycle includes only the propaga-
tion delay of the cable link δ, as illustrated in Figure 9. The
potentially long propagation delay τ from the remote node to
the headend does not arise for the R-MACPHY polling. Thus,
we set the one-way propagation delay for the R-MACPHY
polling analysis to tR−MAC

Mp = δ + tMAP/2. The R-MACPHY
polling dynamics are essentially the same as for the R-PHY
architecture and we can re-trace the R-PHY delay analysis
with the shorter tR−MAC

Mp to obtain the mean packet delay for
R-MACPHY. However, this re-traced analysis does not include
the one-way CIN propagation delay τ . Thus, the total mean
delay for R-MACPHY is the delay expression (10), evaluated
with tR−MAC

Mp = δ+ tMAP/2 plus the one-way CIN propagation
delay τ .

C. R-PHY vs. R-MACPHY Analysis Comparison

For low traffic loads ρc → 0, ρi → 0, the mean R-PHY
packet delay (10) approaches

lim
ρc→0,ρi→0

E
[
DR−PHY] = 4

(
δ + τ + tMAP

2

)
+ L̄

Rc
+ L̄

Ri
.

(11)

In contrast, the mean R-MACPHY packet delay approaches

lim
ρc→0, ρi→0

E
[
DR−MAC

]
= 4

(
δ + tMAP

2

)
+ τ + L̄

Rc
+ L̄

Ri
.

(12)

Thus, R-MACPHY reduces the mean packet delay at low loads
by 3τ compared to R-PHY. Recall that the parameter τ rep-
resents the one-way CIN propagation delay. Thus, for a given
CIN infrastructure, the parameter is constant. However, when
comparing different CIN options, the parameter τ is vari-
able. The range of the parameter τ corresponds directly to the
CIN one-way propagation distance. Additional delays may be
incurred on the CIN due to queueing and store-and-forward
in intermediate switches.

Although we focus on upstream data packet transmission in
this study, we briefly note that both R-PHY and R-MACPHY
have essentially equivalent downstream packet delays. The
downstream delay is mainly composed of the CIN queueing
delay, which can be modeled analogous to Eqn. (9), the packet
transmission delays over the CIN and cable networks, plus the
one-way network traversal delay tMp (3).

V. NUMERICAL PERFORMANCE COMPARISON

A. Simulation Setup

1) Overview: We developed a simulation model of the
link layer DOCSIS protocol operating in the R-PHY and
R-MACPHY architectures using the discrete event simulator
OMNET++. We simulate the broadcast cable based access
network illustrated in Fig. 1 for a single remote node serving
one SG of multiple CMs. The digital Ethernet CIN network
between the simulated remote node and the headend is loaded
by the traffic from the simulated remote node as well as a CIN
base traffic load ρi. The CIN base traffic load ρi could orig-
inate from other remote nodes (servicing other SGs) or from
other access networks. We focus on simulating one remote
node with its attached CMs in detail in order to gain insights
into the polling dynamics with a remote node operating as
either a Remote PHY node (RPD, see Fig. 3) or a Remote
MACPHY node (RMD, see Fig. 6).

Although DOCSIS 3.1 can support different QoS levels
for different applications [88], we focus on best-effort ser-
vice [89] in this first comparative evaluation of the R-PHY
and R-MACPHY architectures. Moreover, we focus on the
DOCSIS data services and do not consider EQAM video
services.

2) Cable Network: For typical broadcast cable deployment
scenarios, the average number of HouseHolds Passed (HHP)
for a given remote node can be up to 450 CMs, which may
belong to several SGs. A typical average number of CMs con-
nected to a remote node is around 200 CMs [90]. A given set of
physical resources are commonly shared among all the CMs in
a given SG. The resource allocation to each individual CM in
a given SG is controlled by the scheduler (see Section III-A).
Under high utilization scenarios the number of CMs per SG
can reach up to 400 CMs [91]. Therefore, we consider SG
sizes M ranging from 200 to 400 CMs in our simulations.

The recent DOCSIS 3.1 version supports both upstream
and downstream data peak throughputs on the order of
Gbps [92]. DOCSIS 3.1 includes Orthogonal Frequency
Division Multiplexing (OFDM) for the physical layer mod-
ulation over the broadband spectrum to achieve high spectral
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efficiency [93]–[95]. DOCSIS 3.1 also incorporates high lev-
els of QAM modulation (up to 16K), Low Density Parity
Check (LDPC) Forward Error Correction (FEC), and a wide
spectrum of 1.2 GHz in the downstream and 204 MHz in the
upstream [93]. We set the transmission bit rate of the cable
uplink channel to Rc = 1 Gbps. The upstream transmissions
from all CMs attached to the remote node share the upstream
cable transmission bit rate Rc.

The distance from the CMs to the remote node, i.e., the
RPD or RMD, can be estimated based on the number of
Actives (RF amplifiers) in the cable link. Typically, a single
coaxial broadcast cable segment can run up to a distance of
600–900 feet. Additionally, there can be a cascade depth of 4
to 5 Actives from a remote node to the CMs. Five Actives sup-
port five coaxial segments reaching up to the distance of, say,
5 × 600 = 3000 feet in total. We consider the CM-to-remote
node one-way distance to be uniformly distributed between
1 and 2 km in our simulations and set the one-way cable
propagation delay δ accordingly.

Throughout, we assume that 20 % of the cable transmis-
sion bit rate Rc is occupied with contention and maintenance
slots. Thus, only 80 % of the cable transmission bit rate
Rc are available for data transmissions. In each cycle, each
CM sends a request message of 64 bytes upstream in piggy-
backed manner to communicate its queue occupancy to the
MAC module.

3) CIN Network: We vary the CIN distance from the remote
node (RPD or RMD) to the headend from 10 to 2000 miles,
considering that a WAN digital Ethernet link can span for long
distances to cloud locations. In our simulations, we model the
logical Ethernet CIN link over the CIN network as an infinite-
sized queue that is drained by a link with transmission bit rate
Ri = 10 Gbps and has one-way propagation delay τ leading
to the headend.

4) Traffic Model: Following widely used traffic models for
access networks, we consider self-similar traffic [96]. We vary
the level of burstiness of the self-similar traffic from Hurst
parameter value H = 0.5, corresponding to Poisson traffic, to
H = 0.925, which corresponds to highly bursty traffic. Each
CM independently generates self-similar data packet traffic,
whereby the packet sizes are distributed as follows: 60 % 64
byte packets, 4 % 300 byte packets, 11 % 580 byte pack-
ets, and 25 % 1518 byte packets, i.e., the mean packet size
is L̄ = 494 bytes. Initially, we assume that each CM has
unlimited buffering, i.e., there are no losses and the long-run
throughput is equal to the offered traffic load (for the con-
sidered stable network operating scenarios); finite CM buffers
are considered in Section V-E. We vary the aggregate data
packet generation rate λc of the CMs attached to the simu-
lated remote node to achieve prescribed levels of cable network
traffic (load) intensity ρc = λcL̄/Rc (see Table II). All CMs at
the simulated remote node contribute equally to the aggregate
packet generation rate λc.

We load the CIN network with a base traffic load ρi =
λiL̄/Ri that we keep fixed at ρi = 0.5 for Ri = 10 Gbps
throughout the evaluations presented in this section. This CIN
base traffic has always the same Hurst parameter as the traffic
in the cable network. Note that the total CIN traffic load is the

base CIN load plus the traffic from the one simulated cable
network, i.e., the total CIN traffic intensity is (λc + λi)L̄/Ri.

5) Performance Metrics: We define the packet delay as the
time period from the time instant of packet generation at a
CM to the time instant of the complete packet delivery to
the headend (CCAP core). The average of the packet delays
sampled from over 300 s of simulated network operation forms
the mean packet delay reported in Sections V-B–V-D. The
packet loss rate considered in Section V-E is defined as the
long-run ratio of the number of lost packets to the number of
generated packets.

B. Offline Scheduling With Gated Bandwidth Allocation

Initially, we cross-validate the analytical delay model from
Section IV with the simulation model. We consider offline
scheduling with Gated bandwidth allocation, see Section III-A.
A single CM generating Poisson traffic is attached to the
considered RPD/RMD.

1) Single Cable Modem (CM) With Poisson Traffic: Fig. 10
shows the mean packet delay of the R-PHY and R-MACPHY
networks as a function of the traffic intensity ρc on the cable
upstream link. More specifically, Figs. 10(a), (b), and (c)
consider relatively short one-way CIN distances between the
RPD/RMD and the headend of 12.5, 50, and 100 miles. The
50 miles distance corresponds to the CM-to-CMTS distance
for conventional (non-modular) DOCSIS 3.1 networks [59],
while DOCSIS 3.0 has a limit of 100 miles [97]. The longer
distances of 500, 1000, and 2000 miles, which arise with
cloud vMAC operation, see Section II-B3a, are considered
in Figs. 10(d), (e), and (f). We observe from Fig. 10(a) that
the analytical model has relatively large deviations from the
simulations for the very short CIN distance of 12.5 miles.
These discrepancies appear to be due to our assumption that
each traversal across the network incurs the tMp delay due to
physical propagation and the waiting time until the next MAP
period (whereby the MAP period is denoted by tMAP), see
Section IV and in particular Eqn. (3).

In order to examine the impact of this assumption we have
varied the factor associated with tMp in Eqn. (10) as well as
the divisor of tMAP in Eqn. (3). We found that alternate fac-
tors/divisors may lead to a closer match between analysis and
simulation. Specifically, we found that the combinations of
factor 3 and divisor 2 for R-PHY, as well as factor 3 and divi-
sor 4 for R-MACPHY, which are plotted as “alt.” in Fig. 10
give relatively close matches for the short CIN scenarios. The
improvement in accuracy with these alternate factors/divisors
is likely due to a particular alignment of the MAP period
boundaries with the typical arrival and dispatch times of con-
trol messages. That is, these alignments are possibly not
uniformly random, but follow some different distribution.
Future research could further explore the underlying reasons
for these modeling discrepancies in more detail. However, we
note that the discrepancies have relatively small magnitude
and are visible only for short CIN scenarios. Importantly, we
observe from Fig. 10(c) for the longer 100 miles CIN dis-
tance and particularly from Figs. 10(d), (e), and (f) for the
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Fig. 10. R-PHY vs. R-MACPHY mean packet delay as a function of cable link traffic intensity ρc for CIN one-way distances ranging from 12.5 to 2000
miles; fixed parameters: CIN base traffic intensity ρi = 0.5, one CM, gated bandwidth allocation, 20 % of cable capacity for contention and maintenance.

distances above 100 miles that the analytical and simulation
models achieve relatively close correspondence.

We observe from the initial evaluation results in
Figs. 10(c)–(f) that R-MACPHY achieves significantly lower
mean packet delays than R-PHY for long CIN distances and
for moderate to high traffic load levels ρc on the cable link.
For instance, for a CIN distance of 500 miles and ρc = 0.6,
R-PHY incurs over twice the delay of R-MACPHY. The lower
mean packet delay with R-MACPHY is due to the “localized”
MAC scheduling in the remote node (RMD), which avoids
the long round-trip delay over the CIN for the request-grant
signalling.

Throughout the evaluations in Fig. 10, contention and main-
tenance slots take up 20 % of the MAP. Thus, effectively only
80 % of the cable upstream transmission bit rate Rc is avail-
able for upstream data packet transmissions. We observe that
R-PHY has generally pronounced delay increases well before
approaching the effective upstream capacity (stability limit)
of 0.8Rc. In contrast, R-MACPHY continues to provide low
delays for moderate to high loads that quite closely approach
the stability limit. R-MACPHY then has sharply increasing

delays very close to the stability limit. This R-MACPHY
behavior is a positive feature: R-MACPHY consistently pro-
vides very low delays across the entire load range, up to very
close to the stability limit. R-MACPHY gives substantial delay
increases only when the system is loaded very close to the
stability limit.

2) Multiple Cable Modems (CMs) With Self-Similar Traffic:
We proceed to compare the performance of R-PHY and
R-MACPHY for different numbers of CMs attached to a
given remote node and for different levels of traffic bursti-
ness in Fig. 11. Figs. 11(a) and (b) show the mean upstream
packet delay as a function of the traffic intensity on the cable
upstream channel ρc for different levels of traffic burstiness
for a fixed number of M = 200 CMs that are attached to
the considered remote node. We consider a CIN distance of
50 miles as representative for the R-PHY variant with MAC
processing in the headend (see Section II-B3a) and the CIN
distance of 500 miles (τ = 4.05 ms) as representative of
cloud vMAC processing (see Section II-B3b). We increase
the traffic burstiness by increasing the Hurst parameter H of
the self-similar traffic. We observe from Figs. 11(a) and (b)
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Fig. 11. R-PHY vs. R-MACPHY mean packet delay as a function of cable link traffic intensity ρc for different levels of traffic burstiness (i.e., different
Hurst parameters) and different numbers of CMs in a service group attached to a given remote node for different CIN one-way distances; fixed parameters:
CIN base traffic intensity ρi = 0.5, gated bandwidth allocation, 20 % of cable capacity for contention and maintenance.

that the delay differences between R-PHY and R-MACPHY
follow the same general pattern as for Poisson traffic in
Fig. 10. However, pronounced delay differences occur at lower
loads. For instance, for Poisson traffic, we observed very pro-
nounced higher R-PHY delay compared to R-MACPHY at
load ρc = 0.7, see Figs. 10(b) and (d). For bursty self-similar
traffic, the delay differences become very pronounced at lower
loads, e.g., ρc = 0.6, especially for the long 500 miles CIN
distance, see Fig. 11(b) (in comparison to the corresponding
Fig. 10(d)).

We also observe from Figs. 11(a) and (b) that the effects of
the traffic burstiness are especially pronounced for the highly
bursty traffic with H = 0.925. For H = 0.925, we observe sig-
nificant delay differences between R-PHY and R-MACPHY of
around 10 ms already for low loads above ρc = 0.15. For a
CIN distance of 500 miles, for instance, R-PHY achieves mean
delays below 100 ms only for loads up to around ρc = 0.3,
whereas R-MACPHY achieves delays below 100 ms for loads
up to around ρc = 0.4 for this highly challenging H = 0.925
traffic. These pronounced effects of high levels of bursti-
ness are in agreement with earlier studies in access networks,
e.g., [98]. We conclude that for the highly bursty H = 0.925
traffic, the faster dynamic bandwidth allocation in the remote
RMD node in the R-MACPHY architecture can significantly
reduce the mean packet delay already for low network loads. In
contrast, for traffic with lower levels of burstiness in the short
50 miles CIN setting (see Fig. 11(a)), R-PHY and R-MACPHY
give very similar mean packet delays up to moderate load
levels.

Figs. 11(c) and (d) evaluate the mean packet delay for
R-PHY and R-MACPHY nodes with respect to the number
M of CMs connected to the remote node for Poisson
(i.e., H = 0.5) traffic. We observe from Figs. 11(c) and (d)
that increasing numbers M of CMs slightly increase the mean
packet delays. The delay increases are most pronounced in the
moderately high load range for ρc ranging from 0.6 to 0.75
and are very similar for both R-PHY and R-MACPHY. The
delay increases with increasing CM numbers are due to the
overhead for the request messages. In our simulations, each
CM sends a 64 byte request message in each cycle (piggy-
backed onto upstream data transmission, or separately if CM
has no data to send). With M denoting the number of CMs and
Z denoting the cycle duration, these request message increase
the relative cable channel load by

Request Message Overhead = 64 × 8 × M

0.8 × Rc × Z
. (13)

The resulting delay increases are most pronounced in the
moderately high load range where (i) the cycle durations Z
are still short enough so that the request messages cause a
noticeable additional load, and (ii) the cable channel has high
enough load ρc from the payload traffic that the additional
load from the request messages results in noticeable delay
increases. As the traffic load approaches the 0.8Rc available
cable channel transmission bit rate, the cycle duration Z of the
Gated allocation considered in Figs. 11(c) and (d) grows very
long, resulting in a negligible load increase due to the request
messages.
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Fig. 12. R-PHY vs. R-MACPHY mean packet delay for double-phase polling (DPP) with excess share grant sizing as a function of cable link traffic intensity
ρc for different levels of traffic burstiness and different number of CMs attached to a given remote node, for different CIN one-way distances; fixed parameters:
CIN base traffic intensity ρi = 0.5, 20 % of cable capacity for contention and maintenance.

C. Double-Phase Polling (DPP) With Excess Share
Bandwidth Allocation

In this section we compare the performance of R-PHY
and R-MACPHY for double-phase polling (DPP) with excess
bandwidth sharing [78], [99]. The simulation evaluations for
DPP with excess bandwidth sharing are motivated as follows.
DOCSIS protocol versions 3.0 and 3.1 permit multi-thread
scheduling (or pipelined scheduling) [46] using multiple out-
standing requests as described in [59, Sec. 7]. A CM may have
multiple outstanding requests, i.e., the CM can send additional
requests without having received a grant or grant-pending in
the form of an acknowledgment for an earlier request.

Multi-thread (pipelined) scheduling is generally well suited
to mask the long propagation delays in polling MAC systems
covering long distances [100], [101]. However, multi-thread
polling is also quite complex and requires complex thread
tuning [102]. A recent study [103] has demonstrated that the
simple double phase polling scheduling with excess band-
width sharing DBA [78], [99] gives essentially equivalent
performance to the complex multi-thread polling in long-
propagation delay polling systems.

A critical aspect of polling-based MAC is masking the
idle times that may arise due to the long propagation delays
between the CM transmission of a request message and the
arrival of the corresponding grant message to the CM. In the
DPP mechanism, the polling cycle of one CM group is inter-
leaved with the transmissions of the other CM group so as
to mask the idle times between request and transmission. In
order to enable this masking, we set the maximum aggregate
grant size Gmax [bit] for a DPP group to mask the round-trip

propagation delay between the CMs and the scheduler. In par-
ticular, we set Gmax such that the transmission time of the
maximum grant size Gmax upstream over the cable link (with
0.8Rc available transmission bit rate for data) corresponds to
the smallest integer multiple of the MAP duration tMAP that
exceeds the mean round-trip propagation (network traversal)
delay 2tMp, i.e.,

Gmax = 0.8Rc

⌈
2tMp

tMAP

⌉
tMAP. (14)

Thus, when one DPP polling group has enough data traffic to
utilize the maximum permitted grant size Gmax, the upstream
data transmission time Gmax/(0.8Rc) of this DPP group will
mask the round trip propagation delay for the requests and
grants of the other DPP group. We note that in order to mask
the worst case round-trip propagation (network traversal) delay
2(tMAP+δ+τ), a correspondingly larger Gmax setting would be
needed. However, we found that the 2(tMAP+δ+τ) worst-case
delay occurs very rarely and the larger Gmax would make DPP
bandwidth allocation slightly less responsive; therefore, we
consider the Gmax setting based on the mean network traversal
delay as per Eqn. (14).

Comparing Figs. 12(a) and (b) with Figs. 11(a) and (b),
we observe that for the highly bursty H = 0.925 traffic, DPP
gives about the same or slightly higher mean packet delays
than Gated allocation; whereas for the lower traffic bursti-
ness levels H ≤ 0.8, DPP achieves significant mean delay
reductions compared to Gated allocation. For the highly bursty
H = 0.925 traffic, a single (or very few) CM(s) may have a
very large traffic burst at a time, while all other CMs have
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no traffic. If only CMs in one DPP polling group have data
traffic, the other polling group cannot effectively mask the
propagation delay. Rather, the limitation of the DPP cycle
duration (to approx. ZDPP = 2tMp + Gmax/(0.8Rc)) introduces
frequent request messages that increase the overhead compared
to Gated allocation, which requires only one request message
for an arbitrarily large traffic burst (i.e., has no grant size limit).

For low to moderate traffic burstiness, e.g., for H ≤ 0.8,
the traffic burst are typically spread over CMs from both
DPP polling groups. For such balanced loading of the two
DPP polling groups, the upstream transmissions of one group
can effectively mask the round-trip propagation delay for the
request and grant messages of the other group, resulting in
significant reductions of the mean packet delays compared to
Gated allocation. This masking effect of DPP can effectively
extend the operating range of R-PHY for low-delay applica-
tions, e.g., we observe from Fig. 12(b) that for load ρc = 0.58
of H = 0.65 traffic, R-PHY achieves a mean packet delay of
27.3 ms, whereas Gated gives a corresponding mean packet
delay of 67.6 ms in Fig. 11(b). Importantly, we observe from
Fig. 12(a) that for traffic with low to moderate levels of bursti-
ness (H ≤ 0.8) and cable traffic loads up to a moderately high
level of ρc = 0.6 (which corresponds to 0.6/0.8 = 75 %
effective utilization of the available data upstream transmis-
sion bitrate), both R-PHY and R-MACPHY give very similar
performance when DPP is employed up to the CIN distance of
50 miles. In particular, both R-PHY and R-MACPHY achieve
mean packet delays below 20 ms for up to 75 % effective uti-
lization of the available transmission bitrate (and delays below
10 ms for effective utilizations up to 0.5/0.8 = 62.5 %; below
6 ms for up to 0.25/0.8 = 31 % effective utilization).

Figs. 12(c) and (d) evaluate the effects of SG size M on
the mean packet delay for the R-PHY and R-MACPHY archi-
tectures with DPP. Comparing the DPP mean packet delays
in Figs. 12(c) and (d) with the corresponding Gated delays in
Figs. 11(c) and (d), we observe that with Gated, the delays
increase gradually with increasing load; whereas with DPP,
the delays are essentially constant up to a “knee point” and
then increase abruptly. This “knee point” behavior is particu-
larly pronounced for R-MACPHY, which in Fig. 12(d) gives
essentially constant 7.3 ms mean delay up to knee points
located at approximately ρc = 0.66 for 400 CMs and roughly
at ρc = 0.72 for 200 CMs. For the 500 Mile CIN distance, the
DPP maximum grant size is set to Gmax = 6tMAP × 0.8Rc for
R-PHY and Gmax = tMAP × 0.8Rc for R-MACPHY, accord-
ing to Eqn. (14). Correspondingly, R-MACPHY has roughly
a six times higher DPP request message frequency and over-
head compared to R-PHY. The frequent request messages and
“localized” bandwidth allocation in the remote RMD node
make R-MACPHY with DPP highly responsive, ensuring low
delay packet service up to data (plus request message) traf-
fic loads very close to the 0.8Rc available cable upstream
transmission bit rate. [The frequent request messages with
R-MACPHY increase the overhead and result in higher packet
loss rates than R-PHY for very high load levels (beyond the
practically relevant load range), see Fig. 14 and Section V-E.]
In contrast, the R-PHY architecture is less responsive due to
the bandwidth allocation at the headend, leading to a more

Fig. 13. R-PHY vs. R-MACPHY mean packet delay performance for Self-
Similar (H = 0.8) and Poisson (H = 0.5) traffic as a function of CIN
distance; fixed parameters: Cable link traffic intensity ρc = 0.5, CIN base
traffic intensity ρi = 0.5, 200 CMs, 20 % of cable capacity for contention
and maintenance.

gradual delay increase than for R-MACPHY. Nevertheless,
R-PHY with DPP achieves significant mean packet delay
reductions compared to Gated allocation. For instance, for 500
miles CIN distance and ρc = 0.5 load, the mean packet delay of
48.6 ms for M = 300 CMs with Gated (Fig. 11(d)) is reduced
to 21.6 ms with DPP (Fig. 12(d)). For the 50 miles CIN, we
observe from Fig. 12(c) that R-PHY and R-MACPHY give
very similar mean packet delays for all considered numbers
of CMs up to a moderately high load of ρc = 0.6 (whereby
the delays are below 6 ms for loads up to ρc = 0.5).

D. Mean Delay as a Function of CIN Distance

In order to gain further insight into the impact of the CIN
distance, which is a key parameter considered in the plan-
ning of R-PHY and R-MACPHY networks, we examine the
mean packet delay as a function of CIN distance in Fig. 13.
From Fig. 13 we observe that R-MACPHY achieves a very
significant reduction of average packet delay as compared to
R-PHY. As the maximum CIN propagation delay is increased,
the performance differences between R-MACPHY and R-PHY
become more pronounced. For the CIN distance of 1000 miles,
the R-PHY mean packet delay is over four times higher than
the R-MACPHY mean packet delay.

Examining the results for R-PHY and Poisson traffic (H =
0.5), in Fig. 13 more closely, we observe that DPP with excess
bandwidth sharing achieves a substantially lower mean packet
delays than Gated scheduling. For instance, when the CIN
distance is 100 miles, the Gated scheduling yields an average
mean packet delay of 22.4 ms, while DPP yields an average
mean delay of 5.5 ms which is a 75 % decrease, illustrating
the impact of the scheduling mechanism. In addition, the mean
packet delay for DPP with excess bandwidth sharing for bursty
traffic (H = 0.8) is lower than the delay for Gated scheduling
of Poisson traffic.

We proceed to contrast our results to the results presented
in Chapman et al. [46] who examined the impact of the CIN
distance on the R-PHY architecture. Reference [46, Fig. 20]
considers the REQ-GRANT scheduler, which closely follows
the protocol of our Gated and DPP mechanisms, at 50% load
(i.e., ρi = 0.5). Fig. 13 shows a linear increase in the mean
packet delay with respect to CIN distances for both the R-PHY
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and R-MACPHY architectures. For example, the mean packet
delay varies linearly from 3.5 ms to 21.5 ms for Poisson traf-
fic and DPP scheduling in the R-PHY architecture for CIN
distances between 50 and 500 miles. In [46, Fig. 20] the cor-
responding mean packet delays roughly range from 5 ms to
20 ms which are comparable to our results. The near linear
increase of the R-PHY DPP mean packet delay has signifi-
cantly higher slope than the corresponding R-MACPHY DPP
delay. Thus, R-PHY gives significantly higher delays than
R-MACPHY for long CIN networks.

Importantly, we observe from Fig. 13 that self-similar traffic
gives substantially higher slopes of the mean packet delay as
a function of CIN distance than Poisson traffic. For instance,
we observe that the mean packet delay for self-similar traffic
with H = 0.8 increases near linearly to close to 80 ms for the
1000 miles CIN distance in R-PHY. In contrast, the slope for
H = 0.8 for DPP is very low for R-MACPHY and the mean
packet delay stays below 20 ms for a 1000 miles CIN distance.
Thus, the mean packet delay of R-PHY is four times higher
than the R-MACPHY mean packet delay for a 1000 miles
CIN. One-way mean packet delays on the order of 80 ms may
negatively impact the QoS of real-time packet traffic that has
to traverse two access networks as well as a long-distance core
network on the end-to-end path. Thus, R-MACPHY appears
better suited to provide real-time QoS for access networks with
long CIN distances.

E. Packet Loss Rate

We compare the packet loss rates of the R-PHY and
R-MACPHY architectures by simulating a limited buffer (with
First-In-First-Out (FIFO) queuing and tail drop) in each CM.
We considered typical CM buffer capacities, including 12.5
kbyte and 64 kbyte as considered in [88]. Due to space
constraints, we present only plots for the 12.5 kbyte buffer
capacity, which exhibits the typical packet loss dynamics,
in Fig. 14. We observe from Fig. 14 that for both 50 and
500 miles CIN distance, the loss rates stay below 1 % for
the moderately bursty (H = 0.8) traffic up to a cable traf-
fic load of ρc = 0.64 (resp. below 3 % for R-PHY for
500 miles); additional evaluations found less then 1 % loss
rate for up to ρc = 0.66 for 64 kbyte CM buffers. We also
observe from Fig. 14 that for loads of bursty H = 0.8 traf-
fic below ρc = 0.66, R-PHY has very slightly higher losses
than R-MACPHY, which are due to the less responsive (higher
delay) MAC protocol dynamics in R-PHY.

In contrast, we observe from Fig. 14(b) that R-PHY achieves
significantly lower loss rates than R-MACPHY for high cable
traffic loads above ρc = 0.66. These lower R-PHY loss rates
are due to the lower request overhead of R-PHY for the long
CIN distance. In particular, for the 500 miles CIN distance,
R-PHY has six times larger DPP maximum grant size Gmax
to mask the long round-trip propagation delay. Accordingly,
R-MACPHY has about six times higher request frequency and
correspondingly higher overhead due to CM request messages,
which lead to higher losses. Referring back to the mean packet
delays in Figs. 12(a) and 12(b), we observe that the delays
shoot up to very large values above 100 ms for cable loads

Fig. 14. R-PHY vs. R-MACPHY packet loss rate for double-phase polling
(DPP) scheduling with excess share grant sizing, as a function of cable link
traffic intensity ρc for different CIN one-way distances; fixed parameters: CM
buffer size 12.5 kbyte, CIN base traffic intensity ρi = 0.5, 200 CMs, 20 %
of cable capacity for contention and maintenance.

ρc above 0.66 for 50 miles, resp. for loads above 0.64 for
500 miles. Any further load increases result in loss rates that
rapidly grow above 1 % in Fig. 14. This region of high mean
packet delays above 100 ms and high losses is generally not
of practical interest for an operational network.

Overall, our evaluations for typical operating scenarios indi-
cate that cable traffic loads up to ρc = 0.64 (which corresponds
to a utilization level of 0.64/0.8 = 80 % of the available
cable upstream transmission bitrate) can be supported by both
R-PHY and R-MACPHY architectures with the packet losses
below 1 % with a 12.5 kbyte CM buffer in a 50 miles CIN
network.

VI. CONCLUSION

We have compared the two main architectures of mod-
ular cable access networks, namely Remote PHY (R-PHY)
and Remote MACPHY (R-MACPHY). R-PHY processes the
physical (PHY) layer in the remote node close to the cable
modems (CMs) while the medium access control (MAC) for
the upstream transmissions is processed in a headend that is
connected to the remote node via a Converged Interconnect
Network (CIN). R-MACPHY processes both the PHY layer
and MAC in the remote node.

We adapted a general polling protocol delay model to
analyze the mean upstream packet delays in the R-PHY
and R-MACPHY architectures. We conducted extensive sim-
ulations to verify the analytical model and to provide a
comprehensive performance comparison of the R-PHY and
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R-MACPHY architectures. We examined elementary offline
Gated dynamic bandwidth allocation (DBA) as well as a
double phase polling (DPP) based DBA, which masks the
propagation delays for MAC signalling control through two
parallel polling groups. We found that for CIN networks
with long propagation delays above 100 miles, which may
arise when outsourcing the headend processing to a dis-
tant cloud, the R-MACPHY architecture achieves significantly
lower mean packet delays than the R-PHY architecture. On
the other hand, for CIN distances on the order of 50 miles,
which correspond to typical distances of the conventional
(non-modular) DOCSIS 3.1 protocol, both the R-PHY archi-
tecture and the R-MACPHY architecture achieve comparable
mean packet delays and packet loss rates. More specifically,
for traffic with low to moderate levels of burstiness (Hurst
parameter H ≤ 0.8), DPP achieves mean packet delays below
10 ms up to an effective cable link utilization level of approx-
imately 62.5 % (less than 20 ms for up to 75 % utilization)
in both architectures.

There are many important directions for future research on
modular cable access networks. One direction is to examine
different functional splits between remote node and headend.
For instance, moving some of the physical layer processing
components of the R-PHY architecture to the headend may
reduce the cost of the remote node and make it easier to
update and control the physical layer processing routines that
have been moved to the headend. Another interesting direction
is to explore modular cable access architectures that support
both conventional cable modems as well as small cell base
stations [104], [105] that provide cellular wireless service.
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