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a b s t r a c t

A wide array of dynamic bandwidth allocation (DBA) mechanisms have recently been
proposed for improving bandwidth utilization and reducing idle times and packet delays
in passive optical networks (PONs). The DBA evaluation studies commonly assumed that
the report message for communicating the bandwidth demands of the distributed optical
network units (ONUs) to the central optical line terminal (OLT) is scheduled for the end of
an ONU's upstream transmission, after the ONU's payload data transmissions. In this
paper, we conduct a detailed investigation of the impact of the report message scheduling
(RMS), either at the beginning (i.e., before the pay load data) or the end of an ONU
upstream transmission on PON performance. We analytically characterize the reduction in
channel idle time with reporting at the beginning of an upstream transmission compared
to reporting at the end. Our extensive simulation experiments consider both the Ethernet
Passive Optical Networking (EPON) standard and the Gigabit PON (GPON) standard. We
find that for DBAs with offline sizing and scheduling of ONU upstream transmission grants
at the end of a polling cycle, which processes requests from all ONUs, reporting at the
beginning gives substantial reductions of mean packet delay at high loads. For high-
performing DBAs with online grant sizing and scheduling, which immediately processes
individual ONU requests, or interleaving of ONUs groups, both reporting at the beginning
or end give essentially the same average packet delays.

& 2013 Elsevier B.V. All rights reserved.
1. Introduction

Passive optical networks (PONs) have emerged over the
past decade as a highly promising access network tech-
nology for connecting individual distributed optical net-
work units (ONUs) at distributed subscriber premises to a
central optical line terminal (OLT), see Fig. 1, [1–9]. Recent
advances in the underlying photonic and physical layer
communications technologies and commensurate standar-
dization efforts have paved the way for PONs operating at
a channel bandwidth of 10 Gbps (compared to the 1 Gbps
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bandwidth considered in early PON development), cf. IEEE
802.3av [10] and G.987 [11]. Also, long-reach PONs oper-
ating up to distances of 100 km between the distributed
ONUs and the central OLT have emerged [12–19]. Operat-
ing at high bandwidth over long distances, i.e., with a high
bandwidth-delay product, poses significant challenges for
coordinating the upstream transmissions of the distribu-
ted ONUs so as to avoid collisions on the shared upstream
(from ONUs to OLT) channel. As reviewed in Section 2,
a wide array of dynamic bandwidth allocation (DBA) mecha-
nisms have been developed to solve this medium access
control problem on the upstream channel for bursty ONU
packet traffic.

The DBA mechanisms operate commonly within the
context of the standardized signaling mechanisms for PONs
which are based on a cyclical report-grant polling structure,
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which is illustrated in Fig. 2. More specifically, ONUs signal
their queue depths, i.e., current bandwidth demands, with a
control (report) message to the OLT. The OLT then sets the
sizes (lengths) of the upstream transmission windows
(grants) for the individual ONUs and signals the length
and starting time (schedule) of each transmission window
to the individual ONUs through grant messages, which are
represented by the downward arrows in Fig. 2. In particular,
the Ethernet PON (EPON) employs the Report and Gate
messages of the Multi-point Control Protocol (MPCP) accord-
ing to the IEEE 802.3ah or 802.3av standards. The Gigabit
Fig. 1. Illustration of upstream transmission direction from distributed
ONUs o, o¼ 1;2;…;O, to a central OLT in the PON structure. The O ONUs
share a single wavelength channel with bit rate C bit/s for their upstream
transmissions and have one-way propagation delay τðoÞ to the OLT.

Fig. 2. Illustration of cyclical report-grant polling structure. Grant messages sig
their queue depths in report messages included in the upstream transmissions.
upstream transmission for O¼2 ONUs with offline single-thread polling (STP
decisions for cycle n�1 are assumed to be made at the same time instant, nam
the report is at the beginning of the upstream transmission, allowing t
γαðn; j¼ 1;2Þ ¼ αðn�1; j¼ 2ÞþtR , i.e., a report transmission time tR after the up
(at αðn�1; j¼ 2Þ). With scheduling at the end, the report is at the end of the u
cycle n at time instant γβðn; j¼ 1;2Þ ¼ βðn�1; j¼ 2Þ, i.e., when the end of the u
beginning: report message included at the beginning (left side) of an upstream
(right side) of an upstream transmission.
PON (GPON) employs dynamic bandwidth reports upstream
(DBRu) for signaling the queue depths and Bandwidth Maps
(BWMaps) for signaling the upstream transmission windows
following the G.984 or G.987 standards [20].

The report message from an ONU is typically lumped
together with the upstream payload data transmission so as
to avoid extra guard times for the short report message.
While the EPON standard leaves the position of the report
message within an ONU's upstream transmission open, the
vast majority of EPON studies have assumed that the report
message is positioned at the very end of an ONU's upstream
transmission, after the ONU's payload data transmissions.
This “reporting at the end” allows the ONU to signal the
most up-to-date queue depth, at ideally the time instant
of the end of the payload transmission, to the OLT. On the
other hand, the GPON standard specifies that the report
message be included at the beginning of the upstream
transmission, i.e., to precede the payload data [11]. This
“reporting at the beginning” has the advantage that the OLT
receives the report message earlier (i.e., before the ONUs
payload data) and can already size and schedule the
transmission windows for the next cycle. On the downside,
the report at the beginning does not contain the packets
that were newly generated during the ONU's payload
transmission.

To the best of our knowledge the impact of the report
message scheduling at the beginning or end of an ONU's
nal upstream transmission windows to the individual ONUs, which report
The figure also illustrates scheduling at the beginning and at the end of an
). For illustration of the differences in scheduling for cycle n, scheduling
ely at γαðn�1; j¼ 1;2Þ ¼ γβðn�1; j¼ 1;2Þ. With scheduling at the beginning,
he OLT to make the scheduling decision for cycle n at time instant
stream transmission of ONU j¼2 of cycle n�1 begins to arrive at the OLT
pstream transmission, thus, the OLT can make the scheduling decision for
pstream transmission of ONU j¼2 arrives at the OLT. (a) Scheduling at the
transmission, (b) scheduling at the end: report message included at the end
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upstream transmission has not yet been investigated in
detail. In this paper we examine this open research
question in the context of both EPONs and GPONs operat-
ing at either 1 Gbps or 10 Gbps channel bandwidth for
state-of-the-art DBA mechanisms. We analyze the channel
idle time with reporting at the beginning or end for the
different DBA mechanisms. We show that reporting at the
beginning can reduce the channel idle time that precedes
the arrival of an ONU upstream transmission at the OLT by
up to the transmission time of an ONU's payload compared
to reporting at the end. We conduct extensive simulations
to evaluate the average packet delay. We find that report-
ing at the beginning significantly reduces the packet delay
for DBA mechanisms that accumulate all reports from a
cycle for offline transmission window sizing and scheduling.
In contrast, DBA mechanisms that size and schedule trans-
mission windows online or employ interleaving strategies
for the cyclic polling processes perform equally well for both
reporting at the beginning or end.

This paper is structured as follows. Section 2 discusses
the background and related work. In Section 3, we analyze
the channel idle time for reporting at the beginning and
identify the reduction in channel idle time compared to
reporting at the end. In Section 4, we present extensive
simulation results comparing reporting in the beginning
and end for 1 Gbps and 10 Gbps EPON and GPON.
In Section 5, we summarize our observations and outline
future research directions.

2. Background and related work

2.1. Dynamic bandwidth allocation (DBA)

Efficient control of the access by the distributed ONUs
to the shared upstream channel so as to serve bursty traffic
with low delay while avoiding collisions is one of the
key challenges in operating a PON [21]. Several dynamic
bandwidth allocation (DBA) approaches have been deve-
loped for this channel access problem. A primary classi-
fication criterion for DBA mechanisms is the number of
polling threads employed per ONU. Single-thread polling
(STP) [22–29] employs one polling thread per ONU, while
multi-thread polling (MTP) [14,30–33] employs multiple
polling threads. The polling threads may operate in offline
fashion, i.e., collect report messages from all ONUs before
sizing and scheduling the upstream transmission win-
dows, or make these decisions in online fashion after the
receipt of each individual report message [34].

The vast majority of the existing studies on DBA in PONs
has considered reporting at the end of the upstream
transmission. Reporting at the beginning has only briefly
been considered for STP with elementary gated grant sizing
in [35] and for MTP in [36]. Also, the channel idle time has
so far only been analyzed for reporting at the end of an
upstream transmission in [32,37]. The present study pro-
vides the first analysis of the channel idle time for reporting
at the beginning of an ONU upstream transmission as well
as a detailed examination of the impact of the report
message scheduling at beginning vs. end of an upstream
transmission on the channel idle time and packet delay for
a wide range of DBA mechanisms.
2.2. PON standards

PONs with 1 Gbps channel bandwidth were standar-
dized a decade ago as EPON in IEEE 802.3ah [38] and as
GPON in ITU-T G.984 [39]. On the other hand, correspond-
ing standards for 10 Gbps channel bandwidth were estab-
lished only recently as 10G-EPON in IEEE 802.3av [10] and
as XG-PON in ITU-T G.987 [11]. As a result, DBA mechan-
isms for 10 Gbps EPON or XG-PON have yet to receive
significant attention from the research community. Several
comparisons of the physical layer and link layer overhead
differences among the various 1 Gbps and 10 Gbps stan-
dards have appeared in the literature [40–43].

Some early investigations of DBA mechanisms for
the 10 Gbps standards have been reported in [44–48]. The
impact of the polling cycle time in single-thread polling
with limited grant sizing on various performance measures,
e.g., packet delay and jitter, for each of the 1 Gbps and
10 Gbps standardized PON variants was studied in [44].
Mechanisms to increase TCP throughput for 10 G-EPON
were studied in [45]. A modification to an existing DBA
algorithm to support a mixed network of both 1 Gbps and
10 Gbps EPON ONUs was proposed in [46]. Efficient utiliza-
tion of unused bandwidth for XG-PON was investigated in
[47,48]. The work presented in this paper augments this
relatively small body of literature by investigating the
impact of the reporting position on performance measures
for each of the 1 Gbps and 10 Gbps standardized PON
variants.

3. Analysis of channel idle time

3.1. PON model

In this section we analyze the idle time on the upstream
channel of a PON before each upstream transmission. We
consider a PON model with a total number of O ONUs,
whereby ONU o, o¼1, 2, …, O, has a one-way propagation
delay of τðoÞ [s] to the OLT. The O ONUs share the upstream
wavelength channel with bit rate C [bit/s], as illustrated in
Fig. 1. Polling-based medium access control with report-
grant cycles is employed to avoid collisions on the shared
upstream wavelength channel. We denote n for the polling
cycle index and tg for the guard time, i.e., the minimum
required spacing between successive upstream transmis-
sions from different ONUs. Moreover, we denote tR and tG
for the transmission times of a report and grant message,
respectively, as summarized in Table 1.

For DBA mechanisms employing multiple polling
threads [14,30–33], we denote Θ for the total number of
threads, with θ, θ¼ 1;2;…;Θ, denoting the thread index.
The Θ threads operate in parallel, giving each ONU Θ
opportunities to report the queue depth and transmit
upstream payload data in a polling cycle. Note that Θ¼ 1
corresponds to single-thread polling. We omit the thread
index θ from the model notations for single-thread polling.
We denote Z for the maximum cycle duration in terms of
the sum (aggregation) of the upstream transmissions of all
O ONUs (and all Θ threads) of a given cycle n. A particular
grant scheduling policy may arrange the upstream trans-
mission windows of the O ONUs of a given thread θ in



Table 1
PON modeling parameters.

Parameter Meaning

Network and polling structure
O Total number of ONUs, indexed o¼ 1;2;…;O
τðoÞ One-way propagation delay from OLT to ONU o (s)
C Upstream bandwidth (bit/s)
Z Maximum cycle duration, i.e., max. aggregate duration of upstream transmission windows of all O ONUs (and all Θ threads) in a cycle (s)
tR Transmission time of a report message (s)
tg Guard time (s)
tG Gate transmission time (s)

Cycle, thread, and upstream transmission indices
n Polling cycle index
Θ Total number of threads
θ Thread index, θ¼ 1;…;Θ

j ONU index ordered by upstream transmission position for a given thread θ in a given cycle n, i.e., ONU j has jth upstream transmission
grant of thread θ in cycle n

Upstream transmission window (grant) scheduling [all parameters are in units of seconds]
γðn; θ; jÞ Time instant when OLT makes scheduling decision for transmission window of jth ONU of thread θ in cycle n
Tðn; θ; jÞ Gate signaling delay: time duration from instant of OLT scheduling decision to end of the GATE transmission for jth ONU of thread θ in

cycle
n plus round-trip propagation delay

αðn; θ; jÞ Time instant when upstream transmission of jth ONU of thread θ in cycle n starts to arrive at OLT
βðn; θ; jÞ Time instant when end of upstream transmission of jth ONU of thread θ in cycle n arrives at OLT
Ωðn; θ; jÞ Time instant of end of upstream transmission preceding arrival of upstream transmission of jth ONU of thread θ in cycle n
Iðn; θ; jÞ Duration of channel idle time preceding the arrival of upstream transmission of jth ONU of thread θ in cycle n at OLT
Gmax ¼ Z

ΘO
, Maximum duration of granted upstream transmission window size for Limited grant sizing
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a particular order. We use the index j, j¼1, 2, …, O to
denote the ordering of the ONU upstream transmissions
(of a given thread θ) in a given cycle n.

3.2. Timing of reporting at the beginning and end
of upstream transmission

We initially consider two report message scheduling
approaches, namely reporting at the beginning and report-
ing at the end of an upstream transmission. With reporting
at the beginning, the message indicating the queue depth at
the ONU to the OLT is positioned at the beginning of the
upstream transmission. Specifically, the report message that
contains the queue depth for sizing the upstream transmis-
sion of ONU j of thread θ in cycle n begins to arrive at the
OLT at time instant αðn�1; θ; jÞ and is completely received
by time instant αðn�1; θ; jÞþtR. Thus, neglecting processing
delays, the OLT can make a scheduling decision based on
this received report as early as time instant αðn�1; θ; jÞþtR,
as illustrated for offline STP in Fig. 2(a). We denote γαðn; θ; jÞ
for the scheduling instant for the upstream transmission of
ONU j of thread θ of cycle nwith reporting at the beginning,
and specify γαðn; θ; jÞ for the different PON scheduling
frameworks [34,37] in Section 3.3.

In contrast, with reporting at the end, the report message
is positioned at the end of the upstream transmission, i.e., it
begins to arrive at the OLT at instant βðn�1; θ; jÞ�tR and is
completely received by instant βðn�1; θ; jÞ. Thus, the OLT can
make grant sizing and scheduling decisions for the upstream
transmission of ONU j of thread θ of cycle n as early as time
instant βðn�1; θ; jÞ, as illustrated for offline STP in Fig. 2(b).
We denote γβðn; θ; jÞ for the scheduling instant for the
upstream transmission of ONU j of thread θ of cycle n with
reporting at the end.
3.3. Scheduling instants with reporting at beginning and end

We consider the following combinations of scheduling
(polling) frameworks and grant sizing mechanisms:
�
 Offline single-thread polling with Gated grant sizing
(S, offl., gat.) [23,49].
�
 Offline single-thread polling with Limited grant distri-
bution (S, offl., lim.) [23,49].
�
 Offline single-thread polling with Excess grant distri-
bution (S, offl., exc.) [50,51].
�
 Double Phase Polling with Excess grant distribution
and share mechanism (D, exc. shr.) [37,52].
�
 Online single-thread polling with Limited grant distri-
bution (S, onl. lim.) [23,49].
�
 Online single-thread polling with Excess grant distri-
bution (S, onl., exc.) [32,50,51].
�
 Online Multi-thread polling with Excess grant distribu-
tion (M, onl. exc.) [32].
With the offline scheduling (polling) framework, reports
from all O ONUs must be received before the OLT makes
grant sizing and scheduling decisions. Thus, the scheduling
instant with S, offl. polling is governed by the arrival of the
report from the last ONU in a cycle, i.e., for reporting at the
beginning the scheduling instant for the upstream transmis-
sion grants of a cycle n coincides with the arrival of the
report message at the beginning of the upstream trans-
mission of the last ONU in the preceding cycle n�1,
γαðn; jÞ ¼ αðn�1;OÞþtR, as illustrated for O¼2 ONUs in
Fig. 2(a). On the other hand, with reporting at the end, the
OLT needs to wait until the end of the upstream transmission
of the last ONU in cycle n�1 is received before sizing and



Table 2
Scheduling instants γðn; θ; jÞ for upstream transmissions of ONU j (of
thread θ in multi-thread polling) of cycle n.

Scheduling
framework

ONU indices Rep. at the beg.
γαðn; θ; jÞ ¼

Rep. at the end
γβðn; θ; jÞ ¼

STP, offline 1r jrO αðn�1;OÞþtR βðn�1;OÞ
DPP

1r jrO
2

α n�1;
O
2

� �
þtR β n�1;

O
2

� �

DPP O
2
o jrO

αðn�1;OÞþtR βðn�1;OÞ

STP, online 1r jrO αðn�1; jÞþ tR βðn�1; jÞ
MTP, online 1r jrO αðn�1; θ; jÞþtR βðn�1; θ; jÞ
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scheduling the grants for cycle n, i.e., γβðn; jÞ ¼ βðn�1;OÞ, see
Fig. 2(b).

Similarly, the scheduling instants of the other scheduling
frameworks depend on the arrival of the ONU report message
triggering the OLT grant sizing and scheduling either at the
beginning or end of the ONU upstream transmission, as
summarized in Table 2. Double-phase polling (DPP) schedules
the first ONU group with indices j¼ 1;2;…;O=2 when the
report from ONU O=2 is received and the second ONU group
when the report from the last ONU O is received. Online
single-thread polling (STP) schedules each individual ONU j
grant for a cycle n immediately after receipt of the report
from ONU j in cycle n�1. Similarly, online multi-thread
polling schedules each ONU j for a given polling thread θ in
a cycle n immediately after receipt of the report of ONU j in
thread θ of the preceding cycle n�1.

3.4. Summary of idle time analysis

In this section we summarize the analysis of the
channel idle time Iðn; θ; jÞ that precedes the arrival of the
upstream transmission of ONU j of thread θ of cycle n at
the OLT, which is detailed in the Appendix. The idle time
Iðn; θ; jÞ is the time span (period) from the instant Ωðn; θ; jÞ
of the arrival of the end of the preceding upstream
transmission at the OLT to the arrival of the beginning of
the upstream transmission of ONU j of thread θ in cycle n
at time instant αðn; θ; jÞ at the OLT, see Fig. 2. That is, the
duration of the channel idle time is the difference

Iðn; θ; jÞ ¼ αðn; θ; jÞ�Ωðn; θ; jÞ: ð1Þ
The duration of this idle time span is governed by two

constraints:
�
 Guard time constraint: There must be at least a guard
time of duration tg between the arrival of two succes-
sive upstream transmissions at the OLT.
�
 Signaling constraint: The upstream transmission of
ONU j of thread θ of cycle n can arrive no earlier than
the gate signaling delay Tðn; θ; jÞ (transmission time of
grant message tG plus round-trip propagation delay 2τ)
after the scheduling instant γðn; θ; jÞ.

As detailed in the Appendix, the earlier scheduling instant
γαðn; θ; jÞ with reporting at the beginning compared to
γβðn; θ; jÞ for reporting at the end can reduce the channel
idle time.
Depending on the combination of guard time and signal-
ing constraints that govern the idle time for the reporting at
the beginning and end, reporting at the beginning can
reduce the idle time up to the difference between the two
scheduling instants, i.e., up to γβðn; θ; jÞ�γαðn; θ; jÞ.

3.5. Dynamic optimization of report message scheduling

The report message scheduling (RMS) can be dynamically
selected for optimization. Reporting at the end (and thus
including the packets that have been newly generated during
an upstream transmission in the report) can be dynamically
selected when reporting at the beginning would not reduce
the channel idle time. Based on the detailed analysis in the
Appendix, the idle time with offline polling hinges primarily
on the reporting of the last ONU (j¼O) in a cycle. Thus, all
but the last ONU, i.e., ONUs j¼ 1;2;…;O�1, can report at
the end, thus including the newly generated packets in the
report, while the last ONU j¼O reports at the beginning.

For online scheduling, RMS dynamic selection is not
possible. This is because the report schedule decision
(beginning or end reporting) would need to be commu-
nicated by the OLT to the ONU before the parameters
determining the channel idle time reduction ΔI case in
Table 5 are available at the OLT. In particular, to impact the
idle time preceding the ONU j transmission arrival in cycle
n, the ONU would need to be instructed to report at the
beginning or end of the upstream transmission in cycle
n�1 (when the report determining ONU j's upstream
transmission window in cycle n arrives at the OLT). The
OLT would need to send out these instructions for report-
ing at the beginning or end in the preceding cycle n�2.
However, the queue depth of the preceding ONU j�1 used
for sizing ONU j�1’s window in cycle n (which governs
Ωðn; jÞ) is not yet available at the OLT at that time (as it
arrives only shortly before the report from ONU j in cycle
n�1). Thus, the report scheduling cannot be optimized
unless some traffic prediction [53,54] is employed.

4. Simulation results for packet delay

4.1. Simulation set-up

We employ a simulation model of the OLT and ONUs
built on CSIM, a discrete event simulator using the C
programming language, and validated in preceding studies
[32,37]. We implement the LRPON in both EPON and GPON
standards for C¼1 Gbps (IEEE 802.3ah and G.984, respec-
tively) and C¼10 Gbps (IEEE 802.3av and G.987, respec-
tively), with a total number of O¼32 infinite-buffer ONUs
(ONTs in GPON) placed around the OLT with a constant
distance of 90 km from the OLT to the splitter and the ONUs
placed randomly in the last 10 km range. The maximum
round-trip delay is 2τ¼ 1 ms.

We consider self-similar packet traffic with Hurst
parameter 0.75 and four different packet sizes with dis-
tribution 60% 64 Byte, 4% 300 Byte, 11% 580 Byte, and 25%
1518 Byte packets. The traffic load is defined as long-run
average of the payload bit rate.

Control messages for EPON and GPON follow the
respective standards. In GPON, the control message is sent



0.0

10.0

20.0

30.0

40.0

50.0

 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9

A
vg

 D
el

ay
 (i

n 
m

s)

Load (in Gbps)

S offl. lim. e
S offl. lim. b

S offl. exc. e
S offl. exc. b
S offl. gat. e
S offl. gat. b
D exc. shr. e
D exc. shr. b
S onl. lim. e
S onl. lim. b

S onl. exc. e
S onl. exc. b

M onl. e
M onl. b

0.0

10.0

20.0

30.0

40.0

50.0

 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8  0.9

A
vg

 D
el

ay
 (i

n 
m

s)

Load (in Gbps)

S offl. lim. e
S offl. lim. b

S offl. exc. e
S offl. exc. b
S offl. gat. e
S offl. gat. b
D exc. shr. e
D exc. shr. b
S onl. lim. e
S onl. lim. b

S onl. exc. e
S onl. exc. b

M onl. e
M onl. b

30.0

40.0

50.0

el
ay

 (i
n 

m
s)

S offl. lim. e
S offl. lim. b
S offl. exc. e
S offl. exc. b
S offl. gat. e
S offl. gat. b
D exc. shr. e
D exc. shr. b
S onl. lim. e
S onl. lim. b
S onl. exc. e
S onl. exc. b

M onl. e

A. Mercian et al. / Optical Switching and Networking 12 (2014) 1–136
periodically every 125 μs. In the EPON, the ONUs report
their queue depths with a REPORT message (64 Bytes),
while a DBRu (4 Bytes) message is used in the GPON. We
set the guard times for EPON tg ¼ 1 μs and for GPON
tg¼30 ns.

Simulations are performed for all DBAs noted in
Section 3.3 for maximum cycle length Z¼2, 4, and 8 ms.
The maximum grant size for limited grant sizing [23,49],
which is the initial basis for excess bandwidth allocation
[50,51], is

Gmax ¼
Z
ΘO

: ð2Þ

For MTP, we set the number of threads to Θ¼ 2 (for
consistent comparison with the two ONU groups in DPP
[52]) and the threshold for thread tuning to T tune ¼ 5
[32,33].

We observe the average packet delay from the packet
generation instant at an ONU to the delivery instant of the
complete packet to the OLT. We also observe the average
channel idle time Iðn; θ; jÞ.

In Figs. 3 and 7 we plot the average packet delay for all
considered combinations of scheduling framework and
grant sizing mechanism (see Section 3.3) for all three
considered maximum cycle lengths Z for the 1G and 10G
EPON respectively. The corresponding average channel
idle times are plotted in Figs. 5 and 9. A few scheduling
framework-grant sizing combinations were omitted from
Figs. 5 and 9 to reduce clutter. Specifically, for reporting at
the end, all offline STP approaches give essentially the
same average idle times; we plot therefore only offline STP
with gated grant sizing while omitting offline STP with
limited and excess grant sizing. Moreover, for reporting at
the beginning, offline STP with limited grant sizing gives
very similar average idle times to offline STP with excess
grant distribution (S. offl. exc.); therefore, we only plot
S. offl. exc. We omitted online STP with excess grant
distribution (S. onl. exc.) which gives very similar average
idle times as online STP with limited grant sizing (S. onl.
lim.). Due to space constraints, we include for the 1G and
10G GPON only the simulation results for the representa-
tive Z¼4 ms maximum cycle length in Figs. 4, 6, 8, and 10.
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Fig. 3. Mean packet delay for EPON with upstream bandwidth C¼1 Gbps.
Abbreviations for DBA mechanisms (see Section 3.3): Threads: S, single-
thread polling; D, double-phase polling; M, multi-thread polling; Sche-
duling framework: offl., offline; onl., online; Grant sizing: lim., limited;
exc., excess distribution; gat., gated; exc. shr., excess share; Report
scheduling: e, end; b, beginning. (a) Max. cycle length Z¼2 ms,
(b) Max. cycle length Z¼4 ms, (c) Max. cycle length Z¼8 ms.
4.2. General reporting at beginning vs. end trade-off

We observe across the set of plots in Figs. 3–10 that
reporting at the beginning generally gives lower average
packet delays and channel idle times than reporting at the
end. That is, the effect of the OLT receiving reports earlier
with reporting at the beginning and thus making earlier
upstream transmission sizing and scheduling decisions
generally outweighs the effect of reporting the newly
generated packets (generated during an ONU upstream
transmission) later (i.e., in the next cycle). The earlier
reporting tends to reduce the channel idle time and thus
increases the level of masking of idle times, resulting in
overall shorter polling cycles and thus lower packet delays.
The specific delay reduction effects for the various DBA
mechanisms are discussed in detail in the following
subsections.
Before examining the individual DBA mechanisms, we
illustrate the effect of the number of ONUs O on the impact
of report scheduling. In Table 3, we consider STP
with offline gated DBA in a C¼1 Gbps EPON at traffic load
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Fig. 5. Mean duration of channel idle time per ONU upstream transmis-
sion for EPON with upstream bandwidth C¼1 Gbps. (a) Max. cycle length
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of 0.9 Gbps. We observe from the table that for a low
number of O¼8 ONUs, reporting at the beginning reduces
the average packet delay almost to half the delay for
reporting at the end; whereas for the higher number of
O¼32 ONUs, the delay reduction with reporting at the
beginning is far less pronounced. For the smaller number
of ONUs, each ONU upstream transmission window con-
stitutes a relatively larger portion of the overall cycle
duration, as illustrated by the average cycle length and
average ONU transmission window length values G in
Table 3.

For reporting at the end, the offline DBA considered in
Table 3 has a 2τ channel idle period between successive
cycles [34]. Thus, neglecting the guard times tg and the
small variations in the round-trip propagation delays, the
average idle time is approximately 2τ=O.

Reporting at the beginning masks a portion of this
propagation delay equal to the length of the last transmis-
sion window in a cycle. Thus, the average idle time is
reduced to roughly ð2τ�GÞ=O. With each transmission
window (including the last window in the cycle) consti-
tuting a relatively larger portion of the cycle for small O,
this masking effect due to reporting at the beginning is
significantly more pronounced for small O than for large O.
The relatively stronger masking effect for small O leads to
significantly more pronounced shortening of the average
cycle duration and the average channel idle time, and, in
turn, the average packet delay. To summarize, the perfor-
mance improvements with reporting at the beginning
generally are more pronounced in PONs with small num-
bers of ONUs. However, for the current trend of increasing
numbers of ONUs served in a PON, the impact of report
scheduling is reduced.

We observe from the results in the “opt.” columns in
Table 3 that the quantitative benefits from dynamic opti-
mization of the report message scheduling (see Section 3.5)
are generally small. Including the newly generated packets
in the reporting at the end slightly increases the average
transmission window length and cycle length as more
packets are included in the ONU reports sent at the end of
an upstream transmission. The overall longer cycle length
increases also the window of the last ONU, thus increasing it
in proportion to the round-trip propagation delay and, in
turn, reducing average idle time compared to reporting at
the beginning. The combined effects of including the newly
generated packets in the end reports and the reduced idle
time reduce the average packet delay. It is important to
keep in mind though that these effects are relatively small,
and this optimization through dynamic RMS selection is
limited to offline scheduling.
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4.3. Offline single-thread polling (STP) with limited grant
sizing (S offl. lim.)

We observe from the packet delay plots in Figs. 3, 4, 7
and 8 that offline STP with limited grant sizing gives the
highest average packet delay among the compared DBA
approaches. This is mainly due to the strict limit Gmax on
the transmission window length per ONU in a cycle, which
results in inflexible bandwidth allocation to the individual
ONUs. Offline STP with reporting at the end utilizes a
maximum portion of Z=ð2τþZÞ of a cycle for upstream
transmissions since the upstream channel is idle during
the upstream propagation of the last report of a cycle and
downstream propagation of the first grant of the next
cycle. That is, from the OLT perspective, the gate signalling
delay T from the scheduling instant to the arrival of the
corresponding upstream transmission at the OLT is roughly
the round-trip propagation delay 2τ (when neglecting the
small gate message transmission times).

Examining Figs. 3, 4, 7 and 8 closer for the impact
of reporting at the end vs. reporting at the beginning, we
observe relatively small delay differences for the short
Z¼2ms maximum cycle length. For the longer Z¼4 ms and
8 ms cycle lengths, we observe substantial delay reductions
with reporting at the beginning at high traffic loads. These
delay reductions can be explained with the average channel
idle times plotted in Figs. 5, 6, 9 and 10, as discussed jointly
with offline STP with excess bandwidth allocation in the next
section.
 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8

Load (in 10 Gbps)

Fig. 7. Mean packet delay for EPON with upstream bandwidth
C¼10 Gbps. (a) Max. cycle length Z¼2 ms, (b) Max. cycle length Z¼4 ms,
(c) Max. cycle length Z¼8 ms.
4.4. Offline STP with excess bandwidth allocation
(S offl. exc.)

Excess bandwidth allocation [50,51] makes the dynamic
bandwidth allocation to the individual ONUs more flexible
by redistributing the unused portions of the Gmax limit from
ONUs with presently low traffic to ONUs that presently
have large traffic queues. As a result, the polling cycles
become better utilized, which results in substantial delay
reductions compared to limited grant sizing, as observed in
Figs. 3, 4, 7 and 8.
As the traffic load increases, we observe from Figs. 5, 6,
9 and 10 reductions in the average idle time for offline STP
with excess grant sizing and reporting at the beginning
compared to offline STP with gated grant sizing with
reporting at the end (which is plotted as a representative
for all offline STP approaches with reporting at the end).
As noted above and elaborated in more detail in the
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Fig. 8. Mean packet delay for XG-PON with C¼10 Gbps and maximum
cycle length Z¼4 ms.

0.0

5.0

10.0

15.0

20.0

25.0

30.0

35.0

 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8

A
vg

 Id
le

 ti
m

e 
(in

 µ
s)

 

Load (in 10 Gbps)

S offl. exc. b
S offl. gat. e
S offl. gat. b
D exc. shr. e
D exc. shr. b
S onl. lim. e
S onl. lim. b

M onl. e
M onl. b

0.0

5.0

10.0

15.0

20.0

25.0

30.0

35.0

 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8

A
vg

 Id
le

 ti
m

e 
(in

 µ
s)

 

Load (in 10 Gbps)

S offl. exc. b
S offl. gat. e
S offl. gat. b
D exc. shr. e
D exc. shr. b
S onl. lim. e
S onl. lim. b

M onl. e
M onl. b

0.0

5.0

10.0

15.0

20.0

25.0

30.0

35.0

 0.1  0.2  0.3  0.4  0.5  0.6  0.7  0.8

A
vg

 Id
le

 ti
m

e 
(in

 µ
s)

 

Load (in 10 Gbps)

S offl. exc. b
S offl. gat. e
S offl. gat. b
D exc. shr. e
D exc. shr. b
S onl. lim. e
S onl. lim. b

M onl. e
M onl. b

Fig. 9. Mean duration of channel idle time per ONU upstream transmis-
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Appendix, with offline STP, there is a mandatory 2τ idle
time between successive cycles. Thus, the arrival of the
first ONU (j¼1) transmission at the OLT is preceded by a
2τ idle time, while the subsequent ONU transmissions
(j¼ 2;3;…;32) within the cycle are preceded by a guard
time tg (provided the traffic load and resulting grant
lengths are sufficient to mask the propagation delay
differences [55]). With reporting at the end, the average
idle time per ONU transmission is thus approximately
2τ=O� 31:25 μs, where we neglect the tg guard times and
consider 2τ¼ 1 ms. With reporting at the beginning of the
upstream transmission, the idle time is reduced by the
length of the upstream transmission of the last ONU in a
cycle, which approaches Gmax with high traffic load. Thus,
the average idle time is reduced to ð2τ�GmaxÞ=O, which is
approximately 27:3 μs for Z¼4 ms. This reduced average
channel idle time per ONU upstream transmission reduces
the average packet delay and increases the utilization of
the upstream channel.

In additional idle time evaluations which we do not
include in the plots to avoid clutter, we found that the
differences between reporting at the beginning and
reporting at the end of an upstream transmission are very
similar for limited grant sizing and for excess grant sizing.
The main difference between limited and excess grant
sizing is that the average ONU transmission is longer with
excess grant sizing, which results in the lower delays
observed in Figs. 3, 4, 7 and 8. However, for very high
traffic loads with delays beyond the plotted range, both
limited and excess grant sizing exhibit the same respective
utilization limits of Z=ð2τþZÞ with reporting at the end
and Z=ð2τ�GmaxþZÞ with reporting in the beginning.
sion for EPON with bandwidth C¼10 Gbps. (a) Max. cycle length Z¼2 ms,
(b) Max. cycle length Z¼4 ms, (c) Max. cycle length Z¼8 ms.
4.5. Offline STP with gated grant sizing (S offl., gat.)

Gated grant sizing does not limit the lengths of the ONU
upstream transmissionwindows. Thus, for high traffic loads,
the window lengths grow very large, substantially larger
than Gmax. Accordingly, we observe in Figs. 5, 6, 9 and 10 a
substantially more pronounced reduction of the average
channel idle time per ONU transmission for reporting at the
beginning with gated grant sizing than with excess grant
sizing.

Correspondingly, we observe in Figs. 3, 4, 7 and 8
relatively large reductions of the average packet delay
with reporting at the beginning compared to reporting at
the end. The delay reduction reaches about 20 ms at the
0.98 Gbps load point in Figs. 3 and 4.
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Fig. 10. Mean duration of channel idle time per ONU upstream transmis-
sion for XG-PON for C¼10 Gbps and maximum cycle duration Z¼4 ms.

Table 3
Impact of number of ONUs O: Average packet delay, idle time per ONU
transmission I, cycle length, and ONU transmission window length G for
O¼8 and 32 ONUs; fixed parameters: C¼1 Gbps EPON, STP offline gated
DBA, traffic load¼0.9 Gbps.

Perf. metric O¼8 O¼32

End Beg. Opt. End Beg. Opt.

Avg. pkt. del. (ms) 15.1 8.8 8.7 16.7 13.9 13.0
Avg. idl. tim. (μs) 123 67.5 61.9 31.6 25.9 22.6
Avg. cyc. len. (ms) 8.2 4.5 5.0 8.0 7.1 7.7

Avg win. len. G (ms) 0.90 0.49 0.55 0.22 0.19 0.20
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4.6. Online STP with limited and excess grant sizing (S onl.
lim. and S onl. exc.)

We observe from Figs. 3–10 that (a) online STP with
excess grant sizing gives substantially smaller delays than
online STP with limited grant sizing, and (b) reporting at
the beginning gives only very minuscule reductions (on
the order of 1–3 ms) in delay compared to reporting at the
end for these two DBA approaches. The advantage of
excess grant sizing is again due to the more flexible
transmission window allocations to the individual ONUs,
which more quickly serves their bursty traffic.

By closely examining the online STP with limited grant
sizing delay performance across Figs. 3, 4, 7 and 8, we
observe delay reductions with increasing maximum cycle
length Z and upstream bandwidth C. For instance, we
observe from Fig. 3 for C¼1 Gbps that the average packet
delay at traffic load 0.8 is close to 18 ms for Z¼2 ms, but
drops to around 7.5 ms for Z¼4 ms and further to roughly
4.5 ms for Z¼8 ms. Similarly, comparing Fig. 3(a) with Fig. 7
(a) for Z¼2 ms, we observe that the higher C¼10 Gbps
bandwidth reduces the average packet delay to less than
half of the delays for C¼1 Gbps. These observed delay
reductions are due to the increased limit on the ONU
upstream transmission Gmax (2), which increases the flex-
ibility of the dynamic bandwidth allocation of limited grant
sizing. In particular, we observe from Fig. 8(c) that for the
largest considered Gmax, limited grant sizing attains essen-
tially the same average delays as excess grant sizing. Also,
the higher channel bit rate reduces the relative impact (in
terms of time delay) due to the fixed-size (in terms of Byte
count) overheads.

Online STP interleaves the polling processes to the
individual ONUs (with a single polling process per ONU),
eliminating the 2τ idle period between successive cycles in
offline polling. Consequently, there are fewer and smaller
opportunities for reducing unmasked idle time by shifting
the report message from the end to the beginning of
the upstream transmission, as validated by the idle time
results in Figs. 5, 6, 9 and 10.

Considering online STP with excess grant sizing more
closely, we observe from Figs. 3(a) and Fig. 7(a) that it
achieves the smallest average packet delays for the short
Z¼2 ms maximum cycle duration. Whereby, both online
STP with excess grant sizing with reporting at the end and
with reporting at the beginning achieve similarly low
average delays, with reporting at the beginning giving
only very minuscule delay reductions for the mid-load
range of the C¼1 Gbps scenario in Fig. 3(a). Indeed, in
additional evaluations that are not included in the plots to
avoid clutter, we have observed that STP with excess grant
sizing has similar average idle times as STP with limited
grant sizing. We observe for STP with limited grant sizing
from Fig. 5(a) that reporting at the beginning gives only
very slight idle time reductions in the mid-load range,
while both reporting approaches have essentially the same
idle times for the C¼10 Gbps scenario in Fig. 9(a).

4.7. Double-phase polling (D exc. shr.)

Double-phase polling (DPP) with excess sharing has
slightly higher delays and noticeably longer idle times than
online STP with excess grant sizing throughout the scenar-
ios considered in Figs. 3–10. This is mainly because DPP
employs offline scheduling based on two ONU groups. That
is, the offline polling processes to the two ONU groups are
interleaved, thus striving to mask the long 2τ idle period of
offline scheduling. This strategy is quite effective, as illu-
strated by the dramatically lower packet delays and idle
times compared to the offline polling approaches. In fact,
the average delays of DPP approach quite closely those of
online STP, but online STP achieves just a little bit lower
average delays mainly due to its more extensive interleav-
ing of the online polling processes to the individual ONUs.

The reporting strategy, reporting at the beginning or at the
end of the ONU transmission, has essentially negligible
impact on both the average packet delays and the idle times.
This is mainly because the masking of idle times with the
interleaving of the two ONU polling groups is quite effective.
Further improving the interleaving by allowing an ONU group
to proceed with the scheduling earlier, i.e., after receiving the
last report message of the group at the beginning of the last
ONU transmission of the group versus the end of the last
ONU transmission has a very minor impact.

4.8. Online MTP (M onl.)

We observe from Fig. 3(a) that for the short Z¼2 ms
cycle length in the EPON, online MTP gives slightly higher



Table 4
Time instant Ωðn; θ; jÞ of end of arrival of upstream transmission preced-
ing the arrival of upstream transmission of ONU j of thread θ in cycle n
at OLT.

Scheduling framework Thread and ONU indices Ωðn; θ; jÞ ¼

STP (both offl. and online) j¼1 βðn�1;OÞ
2r jrO βðn; j�1Þ

MTP θ¼ 1; j¼ 1 βðn�1;Θ;OÞ
2rθrΘ; j¼ 1 βðn; θ�1;OÞ
1rθrΘ; 2r jrO βðn; θ; j�1Þ
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delays than online STP with excess allocation. In all other
plots, online MTP attains the smallest average packet delays.
We observe from Figs. 7(b) and (c) and 8 that for the higher
speed C¼10 Gbps and longer Z¼4 and 8 ms cycle lengths,
online MTP achieves slightly lower delays than online STP
with excess allocation. We also observe from these delay
plots, as well as the idle time plots in Figs. 5, 6, 9 and 10 that
reporting at the beginning gives very minor or no improve-
ments compared to reporting at the end in online MTP.

Online MTP exploits the interleaving of the polling pro-
cesses to the individual ONUs through the online scheduling
framework as well as the interleaving of multiple polling
threads for each ONU. Due to the multiple polling processes,
i.e., more frequent polling, the average upstream transmission
window lengths with MTP are typically smaller thanwith STP
[32,33]. Shifting the reporting from the end to the beginning
of an upstream transmission constitutes therefore a smaller
shift of the report message compared to STP with its longer
transmission windows. In addition, the multiple levels of
interleaving in online MTP leave little unmasked idle times
that could be shortened by shifting the report message to the
beginning.

5. Conclusion

We have examined the effects of report message schedul-
ing, specifically, scheduling the report message at the begin-
ning or at the end of the upstream transmission of a optical
network unit (ONU) in a passive optical network (PON). We
have examined these two extreme positions of the report
message (beginning or end of the upstream transmission) for
awide range of dynamic bandwidth allocation (DBA)mechan-
isms in an Ethernet PON (EPON) and Gigabit PON (GPON) for
both 1 Gbps and 10 Gbps upstream channel bandwidth. Aside
from providing insights into the effects of report message
scheduling, this study provides insights into the performance
of a wide range of DBA approaches at the 10 Gbps channel
bandwidth for long-reach PONs (LRPONs). Most prior studies
have only considered the 1 Gbps bandwidth.

We have found that report scheduling at the beginning
achieves significant reductions of channel idle time and
average packet delays for DBAs with the offline scheduling
framework that requires reports from all ONUs before
sizing and scheduling the upstream transmission windows
for the next polling cycle. This is accomplished by reducing
the unmasked idle time period, which is one round-trip
propagation delay 2τ for reporting at the end, by the
duration of the payload transmission time of one ONU
through reporting at the beginning.

DBA approaches with short or few unmasked idle times
provide little opportunity for increasing the masking of idle
time through shifting the position of the report message.
Thus, we observed that online single-thread polling (STP)
that interleaves polling processes to the individual ONUs,
double-phase polling (DPP) [52] that interleaves offline
polling processes to two ONU groups, as well as online
multi-thread polling (MTP) [32] are largely insensitive to
the report scheduling.

There are several important direction for future research
on effective dynamic bandwidth allocation for PON access
networks. One direction is to integrated the PON DBA
mechanisms with access networks involving other trans-
mission media [7,56], such as wireless networks [57–62].
Another direction is to streamline the internetworking
between access networks and metro/wide area networks,
through specific network integration and internetworking
mechanisms.

Appendix A. Analysis of channel idle time

In this appendix, we build on the idle time analysis for
reporting at the end for single-thread polling and DPP in
[37] as well as the analysis for reporting at the end for
multi-thread polling in [32] to analyze the idle time for
both single- and multi-thread polling with reporting at the
beginning. We then analyze the reduction of the idle
achieved by reporting at the beginning.

Note from (1) that the channel idle time is the differ-
ence between the instant αðn; θ; jÞ when the beginning of
the upstream transmission of ONU j of thread θ in cycle n
starts to arrive at the OLT and the instant Ωðn; θ; jÞ when
the end of the preceding ONU transmission arrives at the
OLT. We first determine Ωðn; θ; jÞ for the various combina-
tions of scheduling frameworks and ONU indices, as
summarized in Table 4. For single-thread polling, both
with online and offline scheduling, the transmission of the
last ONU j¼O of the preceding cycle n�1 precedes the
arrival of the transmission of the first ONU j¼1 in cycle n,
i.e., Ωðn; j¼ 1Þ ¼ βðn�1;OÞ. In turn, the arrival of the
transmission of ONU j¼1 in cycle n precedes the arrival
of the transmission of ONU j¼2; in general for the ONUs
“within” a single-thread polling cycle, the arrival of the
transmission from ONU j�1 precedes the arrival of the
transmission from ONU j; j¼ 2;3;…;O. For multi-thread
polling, the transmission of the last ONU j¼O in the last
thread θ¼Θ of a cycle n�1 precedes the arrival from the
first ONU j¼1 of the first thread θ¼ 1 of the subsequent
cycle n. The first transmission of each subsequent thread
θ¼ 2;…;Θ within cycle n is preceded by the last transmis-
sion j¼O of the preceding thread θ�1. The second and
subsequent transmissions j¼ 2;3;…;O within a thread are
preceded by the preceding ONU transmission j�1.

As outlined in Section 3.4, the idle time constraint and
the signaling constraint determine the arrival time instant
αðn; θ; jÞ of ONU transmission j of thread θ in cycle n at the
OLT. Specifically, the idle time constraint requires that the
arrival instant αðn; θ; jÞ is no earlier than a guard time tg
after the end of the arrival of the preceding transmission at
instant Ωðn; θ; jÞ. The signaling constraint imposes the gate
signaling delay Tðn; θ; jÞ between the scheduling instant



Table 5
Summary of cases for reduction ΔI of channel idle time with report
scheduling at the beginning compared to report scheduling at the end of
an ONU upstream transmission.

Case ΔI ¼

γβðn; θ; jÞþTðn; θ; jÞ�Ωðn; θ; jÞrtg 0
γβðn; θ; jÞþTðn; θ; jÞ�Ωðn; θ; jÞ4tg γβðn; θ; jÞþTðn; θ; jÞ
γαðn; θ; jÞþTðn; θ; jÞ�Ωðn; θ; jÞotg �Ωðn; θ; jÞ�tgoγβ�γα
γαðn; θ; jÞþTðn; θ; jÞ�Ωðn; θ; jÞZtg γβ�γα
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γðn; θ; jÞ of the ONU transmission and its arrival at the OLT.
Thus,

αðn; θ; jÞ ¼maxfΩðn; θ; jÞþtg ; γðn; θ; jÞþTðn; θ; jÞg: ð3Þ
Inserting the expression (3) for αðn; θ; jÞ into Eq. (1) for
evaluating the channel idle time gives

Iðn; θ; jÞ ¼maxftg ; γðn; θ; jÞþTðn; θ; jÞ�Ωðn; θ; jÞg: ð4Þ
We evaluate the reduction of the channel idle time

with report scheduling at the beginning compared to
reporting at the end as

ΔI ¼ Iβðn; θ; jÞ� Iαðn; θ; jÞ ð5Þ

ΔI ¼maxftg ; γβðn; θ; jÞþTðn; θ; jÞ�Ωðn; θ; jÞg
�maxftg ; γαðn; θ; jÞþTðn; θ; jÞ�Ωðn; θ; jÞg: ð6Þ

For the further analysis of (6), note that the scheduling
instant with reporting at the end γβðn; θ; jÞ is always later
(or at the same time) than the scheduling instant with
reporting at the beginning γαðn; θ; jÞ. Specifically, these two
time instants are the same, when the corresponding
upstream transmission carries only the report message
and no payload data. If the upstream transmission carries
some payload data, then these two time instants are
separated by the transmission time for the carried payload
data. Thus,

γβðn; θ; jÞZγαðn; θ; jÞ: ð7Þ
Considering (6), there are three cases for evaluating the

channel idle time. First, in case

γβðn; θ; jÞþTðn; θ; jÞ�Ωðn; θ; jÞrtg ; ð8Þ
(7) implies that also

γαðn; θ; jÞþTðn; θ; jÞ�Ωðn; θ; jÞrtg : ð9Þ
Thus, both maxima in (6) are attained by tg and the
resulting reduction in channel idle time is zero, as sum-
marized in Table 5. Intuitively, this first case occurs if the
preceding ONU transmission, of which the end arrives to
the OLT at Ωðn; θ;nÞ is sufficiently long to mask the
signaling time for the transmission of ONU j of thread θ
in cycle n.

The other extreme case is that

γαðn; θ; jÞþTðn; θ; jÞ�Ωðn; θ; jÞZtg ; ð10Þ
which implies by (7) that also

γβðn; θ; jÞþTðn; θ; jÞ�Ωðn; θ; jÞZtg : ð11Þ
Hence, both maxima in (6) are attained by the terms
involving the scheduling instants γ; specifically, ΔI ¼ γβ�γα.
That is, the reduction in channel idle time is equal to the
duration of the transmission time of the payload of the ONU
transmission. This case occurs if the signaling delay for ONU
transmission j of thread θ in cycle n is not masked by the
preceding ONU transmission. Such an unmasked idle time
can occur if the preceding ONU transmission is too short to
mask the gate signalling delay. Or the polling structure
introduces a mandatory idle time that cannot be masked
by a preceding transmission. For instance, offline scheduling
requires the receipt of the report from the last ONU
transmission (j¼O) in cycle n�1 before sizing and schedul-
ing the grants for cycle n. That is, the first ONU transmission
(j¼1) in a cycle n is preceded by the last ONU transmission
of the preceding cycle and consequently, the time instant
of the end of the preceding ONU transmission is Ωðn;1Þ ¼
βðn�1;OÞ, see Table 4, which coincides with the scheduling
instant γðn;1Þ, see Table 2 for reporting at the end. The
resulting idle period (4) is the gate signalling delay Tðn;1Þ
which equals one gate transmission time tG (typ. negligible)
and the round-trip time 2τ. This idle time can be reduced
through shifting the report message to the beginning.
Specifically, the unmasked idle time can be reduced by
ΔI ¼ γβ�γα, i.e., the transmission time for the payload in
the last ONU (j¼O) transmission in cycle n�1.

The intermediate case is that

γβðn; θ; jÞþTðn; θ; jÞ�Ωðn; θ; jÞ4tg ; ð12Þ
while

γαðn; θ; jÞþTðn; θ; jÞ�Ωðn; θ; jÞotg : ð13Þ
In this case, the maximum in the first line of (6) is attained
by the term involving γβ , while the maximum in the
second line is attained by tg. Thus,

ΔI ¼ γβðn; θ; jÞþTðn; θ; jÞ�Ωðn; θ; jÞ�tg ; ð14Þ
which by (13) is less than γβ�γα.
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