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While the use of physical carrier sensing for medium access control in ad hoc wireless net-
works is well established, exploiting physical carrier sensing directly for network layer
functions is largely unexplored. We conduct extensive simulation evaluations of recently
proposed algorithms that directly exploit physical carrier sensing for backbone network
(spanner) construction, broadcast, and convergecast in wireless ad hoc networks. Our algo-
rithms accommodate interference ranges larger than transmission ranges, explicitly incor-
porate the medium access control and packet collisions, and do not require any prior
knowledge of the network. For spanner construction, our algorithms include three self-sta-
bilizing phases that establish leader nodes able to reach all nodes in one hop, assign the
leaders non-interfering transmission rounds, and connect the leaders through gateway
nodes. We evaluate the backbone construction and maintenance as well as broadcast
and convergecast through simulations. We find that over 75% of the control messages
for backbone network construction are received from physical carrier sensing. While the
number of backbone nodes is relatively large, the backbone is very robust, quickly self-sta-

bilizing, and only a fraction of the backbone nodes are used for broadcast.

© 2009 Elsevier B.V. All rights reserved.

1. Introduction

Sending data from one node to all others (broadcast)
and gathering data from all nodes at a single sink (con-
vergecast) are two fundamental operations in wireless ad
hoc networks, including sensor networks. Broadcast is nec-
essary for distributing program updates, route requests
and data queries. Convergecast is used to collect data from
sensors and maintain base station connectivity in multi-
hop networks. Finding the optimal tree for broadcast/con-
vergecast operations is an NP-hard problem, even when
the network is assumed to be a simple bi-directional graph
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with all edge weights known ahead of time. However, this
level of simplification is not realistic: nodes may interfere
with each other even when they are too far apart to com-
municate reliably, and no node in an ad hoc network can
be expected to possess global knowledge about the other
nodes’ connectivities.

In recent algorithm-theoretic work [1,2] we have pro-
posed algorithms for constructing backbone networks so
as to enable efficient broadcast/convergecast in wireless
ad hoc networks.? Distinctions of our algorithms from
existing approaches are that our algorithms consider a
general network model with non-uniform transmission
and interference ranges as well as interference ranges
longer than transmission ranges. Previously existing algo-
rithms were mainly developed for simpler, less detailed
network models, such as the unit-disk model, which con-

2 For brevity we refer to the algorithms proposed in [1.2] as our
algorithms throughout this manuscript.
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siders only a disk-shaped transmission range and ignores
interference, and the packet radio model, which considers
disk-shaped transmission and interference ranges whereby
both ranges are equal. Furthermore, existing approaches
exploit physical carrier sensing primarily for efficient
medium access control, whereas our algorithms exploit
physical carrier sensing for constructing a backbone
network—a network layer task—while explicitly incorpo-
rating the medium access control. The backbone network
connects all nodes with an approximately minimum num-
ber of hops and forms the basis for efficient broadcast/
convergecast.

The main contribution of this paper is an original simu-
lation study of the backbone network (spanner) construc-
tion and broadcast/convergcast algorithms proposed in
[1,2]. Our algorithm-theoretic work [1,2] provided only
asymptotic performance bounds, but did not examine the
actual performance of the algorithms for typical network
scenarios. In this paper, we evaluate the actual performance
of the backbone network construction algorithms for typi-
cal network scenarios through simulations and contrast
our approach with existing methods. We find that in a net-
work of nodes without any neighbor or topology knowl-
edge, our algorithms utilize mainly carrier sensing
information to very quickly establish leader nodes that
can reach all nodes through non-interfering transmission
rounds. These non-interfering transmission rounds are then
exploited to minimize collisions when sending detailed
node address information to link the leader nodes into a
backbone network. Over 65% of the information bits for
backbone network construction are sent through the non-
interfering transmission rounds, thus avoiding collisions.

Our simulations provide detailed insights into the per-
formance of the individual phases of our algorithms. Fur-
thermore, the simulation results indicate that our overall
approach compares favorably with existing strategies that
rely on a neighbor discovery protocol in conjunction with
backbone network construction algorithms utilizing neigh-
bor lists as well as existing strategies that form a backbone
network from nodes with different prior knowledge (such
as number of neighbors) and without exploiting physical
carrier sensing. We also find that while our backbones
are relative large, containing close to 50% of the nodes in
a 900 node network, the backbones are robust, remaining
functional even when roughly two thirds of the backbone
nodes are lost. Also, broadcast involves typically less than
about half of the backbone nodes in the 900 node network.

This paper is structured as follows: in the following
subsection, we review related work. In Section 2, we pres-
ent our network model, including the physical carrier sens-
ing ranges. In Section 3, we give an overview of the spanner
construction algorithm proposed in [1]. In Section 4, we
present our simulation evaluations of the spanner con-
struction, spanner resilience, as well as broadcast and con-
vergecast. We summarize our conclusions in Section 5.

1.1. Related work
Broadcasting (in the sense of network-wide flooding) in

ad hoc networks has been studied extensively; see, for in-
stance [3-9]. While simulations, as employed in this paper,

have been the primary means of performance evaluation,
there have been a few mathematical analyses. Chlamtac
and Weinstein [10] and Bar-Yehuda et al. [11] were among
the first to present algorithms with formally analyzed
complexity for respectively the centralized and distributed
cases of broadcasting in wireless ad hoc networks. Tseng
et al. [12] analyzed the difficulties of relying on simple
flooding as a broadcast mechanism. Gandhi et al. [13]
proved that minimum latency broadcast in ad hoc net-
works is NP-hard, and provide a broadcast algorithm with
constant latency based on a unit-disk network model. A
probabilistic analysis of two broadcast schemes is con-
ducted in [14]. Simulation-based studies include work by
Stojmenovic et al. [15], in which an efficient broadcasting
scheme based on a dominating set is developed. Recently,
Wu and Dai [16] presented an efficient broadcasting
scheme for mobile networks, based on distributing topol-
ogy information through “hello” messages with a larger
than normal transmission range. These existing ap-
proaches have primarily been developed and evaluated
for the unit-disk and packet radio models where the inter-
ference range does not exceed the transmission range. Jakl-
lari et al. [17] have recently proposed a cross-layer ad hoc
networking framework using cooperative transmissions
with space-time block coding at the physical layer. They
consider different transmission and interference ranges
that depend on the achieved physical layer diversity gain.
In [18] they examined this cooperative transmission strat-
egy in the context of the counter-based broadcasting strat-
egy proposed in [12], which does not involve a backbone or
other topology control mechanisms. In contrast, we exam-
ine a suite of network layer protocols that first form a
backbone network, which then can be used for broadcast,
convergecast, and other network layer functions, while
considering interference ranges larger than transmission
ranges.

Convergecast and the related problem of data aggrega-
tion in wireless sensor networks have been considered in
numerous studies, e.g., [19-24], which assume different
sets of network conditions and performance priorities.
Interference and channel contention at the MAC layer,
which we explicitly incorporate into our algorithm designs,
are generally ignored in these existing convergecast
approaches.

The problem of finding an optimal backbone (overlay)
network for broadcast or convergecast is usually expressed
in terms of minimum connected dominating sets and span-
ning sets. Finding these sets is an NP-complete problem
even with a basic unit-disk model of the network. Distrib-
uted algorithms that approximate the minimum connected
dominating set with polynomial or polylogarithmic run-
ning time include, e.g., [15,25-29]. The first phase of our
algorithm (described in Section 3.1) is an extension of
the dominating set algorithm [30]. Comprehensive simula-
tion comparisons of clustering and overlay network forma-
tion algorithms developed for unit-disk and packet radio
models are reported in [31]. The comparison study [31]
takes MAC packet collisions into consideration and classi-
fies the algorithms according to their level of localization,
i.e., over how many hops does the information for forming
the overlay travel, a classification also employed in [32].
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Approaches with a high level of localization that require
information from within only a 2-hop local neighborhood,
such as approaches based on [15,33], are compared with
approaches that have lower levels of localization, such as
algorithms based on [34,35]. It is found that highly local-
ized approaches tend to give the best performance. Our ap-
proach, which is developed for a more realistic network
model with interference ranges larger than transmission
ranges, is highly localized. In our backbone construction,
information never travels further than twice the interfer-
ence range (via two physical carrier sensing communica-
tion hops in phase two, see Section 3.2) or three times
the transmission range (via three actual packet transmis-
sions in phase three, see Section 3.3).

In work by Kuhn et al. [36] and Parthasarathy and Gan-
dhi [37,13], distributed algorithms are presented that com-
pute constant factor approximations of a minimum
dominating set in poly-logarithmic time. Both extend the
unit disk model taking interference into account, but nodes
need to know an estimate of the size of the network. In
contrast, our approach does not require any estimates of
network density, nor the total number of nodes in the
network.

Physical carrier sensing has been studied from a variety
of perspectives. In single-hop communication, physical
carrier sense is used in many random-access schemes, such
as 802.11’s version of Carrier Sense Multiple Access with
Collision Avoidance (CSMA/CA). Many lines of work focus
on the MAC layer — studying or optimizing the effect of
CSMA on throughput and power consumption, see e.g.,
[38-47]. The problem of topology control in ad hoc net-
works, see e.g., [48,49], has some similarity to our work
in goals and approaches. For example, Muqattash and
Krunz [50,51] use virtual and physical carrier sense with
power control to increase throughput and energy effi-
ciency. Similarly, Tavli and Heinzelman [52] employ a
cross-layer approach spanning the MAC and network layer
to minimize energy for broadcast. However, to the best of
our knowledge, our protocol is the first to directly exploit
physical carrier sense for the network layer task of distrib-
uted spanner construction.

2. Network model

Our model makes very few assumptions about the con-
nectivity among nodes in the network. Unlike the rela-
tively restrictive unit disk or packet radio models, the
minimum assumptions for our algorithms can accommo-
date a number of real world scenarios and form the basis
for a robust cross-layer design.

Assuming that all the nodes operate in the same fre-
quency band and use the same data rate, there will be a
transmission range r. that increases with transmission
power. For simplicity of discussion, we will assume all
nodes use the same fixed power and have a transmission
range defined by the same r,. Any two nodes closer to-
gether than r;/(1 £+ §) (where 6, 0 < 6 < 1 is a constant that
represents the non-uniformity factor of the network) can
reliably communicate, while nodes farther apart cannot.
We define the interference range r;, such that if a transmis-

sion fails due to interference, the interfering transmission
must have originated at a node closer than r;/(1 +J) to
the receiving node. Not all transmissions from nodes with-
in r; will cause interference, but transmissions from nodes
outside of it never will. In a typical network, r; is 2-3 times
larger than r,; our examples and simulations are generally
based on a ratio of r;/r, = 2. Due to the ¢ factor, the actual
transmission area can be an arbitrary shape with approxi-
mate radius r,.

We also assume that each node can perform physical
carrier sensing to detect when the medium is busy. In
802.11, this is based on Received Signal Strength Indicator
(RSSI) measurements. In a similar manner to r; and r;, we
define the certain-sensing range ry and the non-sensing
range r for the carrier sense operation: signals traveling
less than ry /(1 +6) are sensed with probability close to
one, whereas signals traveling farther than r/(1 &+ ) are
sensed with close to zero probability, and in between with
arbitrary probability. We further assume that these ranges
can be tuned by adjusting the SNR threshold at the recei-
ver. In 802.11, the threshold can be adjusted through the
Clear Channel Assessment rules. As with transmission
ranges, 1/rs ~ 2-3 typically, and for ease of discussion,
we set 1 /Ty =131 = 2.

This model is a close match for the actual performance
of current wireless interfaces. Forward error correction
mechanisms allow for relatively sharp cutoffs between
the area where messages are almost always received
(transmission range; a range r such that the communication
cost - (1£9) is less than the transmission range r, i.e.,
r-(1+9) < ry), where they may still interfere (interference
range; re <1-(1+9) <r;), and where they never interfere
(r-(146) >r;). (For generalizations to communication
costs that are not monotonic in the distance r we refer to
[1].) We refer to a pair of nodes as connected if there exists
a path between the two nodes (possibly including hops
traversing intermediate nodes) such that the communica-
tion cost r- (1 £ ) is less than the transmission range r;
for each hop along the path. We refer to a set of nodes as
connected if each pair of nodes in the set is connected.

3. Spanner construction algorithm

The algorithm presented in [1] constructs an overlay
network in three phases. In Phase I, the distributed election
of “leader” nodes creates a dominating set: every node in
the network is either a leader or within the transmission
range r, of at least one leader. Phase II consists of a distrib-
uted assignment of leader time slots such that each leader
can communicate with neighboring non-leader nodes
without interfering with other leaders’ transmissions.
(The same non-interfering assignment will be used later
to reduce collisions during broadcast and convergecast.)
In Phase III, leaders select gateway nodes to form a span-
ning set—a connected set of leaders and gateways.
Selecting a minimum dominating set or spanning set is
NP-hard, but our distributed algorithm selects a spanner
with bounded density in poly-logarithmic time.

The timing structure of the algorithm is organized
according to locally synchronized “rounds”, such that each
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Fig. 1. Illustration of algorithm timing structure: a round contains slots for each phase of the algorithm. k rounds make up one frame.

round contains 10 slots to accommodate phases I-III (see
Fig. 1). A sequence of k rounds forms a “frame”, where
the parameter k will be determined later (see Section
4.3). The beginning of each frame is not required to be syn-
chronized between nodes, only the round/slot timing.
More specifically, the beginning and duration of each indi-
vidual round and slot must be synchronized among the
nodes. However, each node may start its frame, i.e., the se-
quence of k consecutive rounds forming a frame, with a
different round.

An important feature of the algorithm is that all three
phases run in parallel. Each round contains slots for all
three phases, as illustrated in Fig. 1. It is common in arti-
cles describing spanner construction algorithms made up
of multiple phases to speak as if each phase does not begin
until the previous phase has completed. This simplifies dis-
cussion, but in practice this type of synchronization would
be infeasible without some means for every node to know
that each phase has stabilized. In contrast, our algorithm is
designed to run in parallel. Once each phase has stabilized,
the next phase can self-stabilize without any global signal
that this transition has occurred. Running in parallel is also
important for the algorithm to adapt to mobility. The time
between rounds is used for sending data messages (Fig. 1).
If one or more nodes move, the algorithm has the ability to
re-stabilize during subsequent rounds.

3.1. Leader election (Phase I)

The leader election algorithm works roughly as follows.
Every node attempts to become a leader by announcing its
candidacy for leadership if it has heard no other leader
announcements. The timing of these announcements re-
quires no prior knowledge about neighboring nodes, not
even the number of nodes. In particular, a node listens
and, if it has not heard from another potential leader for
one full frame, it becomes “active” in the current round
and sends out a leader message with a constant probability
p (that is independent of the density of the network) in the
second slot of that round every frame. If a leader candidate
chooses to listen (with probability 1 — p) and senses or re-
ceives another leader message, it reverts to an inactive
state. As long as a node remains active, it sends an active
message in the first slot of that round in every frame,
and possibly (with probability p) a leader message in the
second slot. The algorithm can be proven to quickly con-
verge to a stable and complete leader set for any reason-
able p value [1].

More specifically, during the leader election phase, two
different carrier sensing thresholds are used, depending on
the state of the node. In the inactive listening state, a smal-
ler listening range is used. In particular, the non-sensing
range is set equal to the transmission range ry = ¢, which

is sufficient for assessing whether there are other leader
candidates nearby. The idea is that a node should avoid
becoming part of the leader set if there is another leader
within its certain-sensing range ry; this rule puts an upper
limit on the number of members the leader set will in-
clude. Only transmissions from nodes within the r; range
can possibly be heard, and transmissions from within
re = 1:/2 will almost certainly be heard (see Fig. 2a).

If, after listening for a full frame, a node has heard noth-
ing with the smaller range, it uses a larger sensing range
during the round it is attempting to claim. A range set large
enough to sense a busy medium reliably at the interference
range, ry, = 1; (see Fig. 2b), has the effect of setting a lower
limit on the distance between leaders with the same active
slot. Based on this property, it can be shown that the leader
set is stable; i.e., once a node becomes the only active node
for a given round within its transmission range r, it will re-
main active.

It is of course possible that multiple nodes will attempt
to become active during the same round. The probabilistic
exchange of leader messages in the second slot allows can-
didate leader nodes to discover other such nodes within
their transmission radius r;.

At the end of the leader election phase, all of the nodes
will be “covered” by the transmission ranges of leader
nodes. No two leaders will be closer than r;/2, and no
two leaders active in the same round will be within each
others’ transmission range ;. In Phase II of the overlay net-
work construction algorithm, the active rounds of the lea-
der nodes are re-assigned such that interference of two
leaders at any other node is impossible.

3.2. Non-interfering transmission round assignment
(Phase 1)

The goal of the second phase is to assign each leader
node a non-interfering transmission round. In other words,
Phase II is a distributed algorithm for creating TDMA
assignments among leader nodes. The general requirement
for non-interference is that no two nodes within an
r; + 1 = 3r, range transmit simultaneously, i.e., A’s trans-
mission range does not overlap with B’s interference range,
and vice versa.

Basically, we are concerned with two nodes that cannot
“hear” each other transmitting at the same time—a version
of the hidden terminal problem. If two sources are out of the
transmission range (“hidden” from each other), they may
cause a collision (interfere) if they transmit simulta-
neously. For example, if two nodes A and B, that are further
than the transmission range r, apart, transmit during the
same slot, there could be a collision at node C that is within
the interference range r; of both A and B. Listening only for
complete transmissions with range r, is insufficient to
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(a) Inactive node A with sensing range rs; = r; will sense

messages of active node B and never become an active node.

Node A may sense messages of node C, but it will not sense

messages of node D.
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(b) Inactive node A with sensing range rs; = 7; will sense

messages of nodes B, C, and D.

Fig. 2. Illustration of effect of different carrier sensing ranges at an inactive node A. (The transmission, interference, and sensing ranges are drawn as
idealized circles for ease of explanation; the model allows for non-uniform ranges as detailed in Section 2.)

avoid this problem, because nodes such as A and B that
cannot reliably communicate can still cause collisions. In-
stead, our algorithm uses another strategy to extend the
effective listening range: leader nodes set their certain-
sensing range rs = r;, and non-leader nodes, also listening
with certain-sensing range ry = r;, alert the leader nodes of
sensed transmissions. As a result, at a range of 2r; between
active leaders in the final TDMA assignment, interference is
impossible.

The hidden terminal problem has been extensively
studied, and proposed solutions include physical carrier
sense, virtual carrier sense, and out-of-band control. Vir-
tual carrier sense (an RTS/CTS-style handshake) is rela-
tively effective for unicast transmissions. But for
broadcast transmissions that solution becomes unaccept-
ably complicated as we must wait for acknowledgments
from an indeterminate number of nodes. Our use of vari-
able sensing ranges is an efficient tactic in this case be-
cause it makes use of existing capabilities while keeping
the algorithm relatively simple.

More specifically, the Phase II algorithm uses variable
sensing ranges as follows: initially every leader chooses a
random round, setting its threshold such that ry = r;, with
the goal of eventually becoming the sole “owner” of a
round. Leaders transmit a message claiming their round
in the second slot while non-leaders sense with a range
re = 1; and report back collisions to all leaders within the
interference range r; during the fourth slot. Leaders will
therefore be able to hear about collisions in their round
caused by any other leader within an r; + r; = 4r; range
through two carrier sense communication hops. The first
slot is used by leaders who have successfully become own-
ers to send an ownership message in their active round. For
this exchange, non-leaders sense with a range ry = 2r; and

respond in the third slot, notifying leader nodes in the vol-
atile, non-owner state that the current round is occupied.
This larger range ensures that leaders in the owner state
remain owners. In both cases, when a leader hears about
a collision or an occupied round, it randomly selects a
new round. This algorithm soon converges to a stable set
of non-interfering leader transmission round assignments.

In Phase III, these non-interfering leader transmission
rounds are exploited to time the transmissions of leader
and gateway node information so as to minimize collisions.

3.3. Connecting leader nodes through gateway nodes
(Phase III)

The third and final phase is selection of gateway nodes
that connect nearby leaders. For a given leader, every lea-
der within a 3r, range may be reachable by relaying mes-
sages through up to two gateway nodes. This implies that
the spanner has a maximum stretch factor of 5: the shortest
path between two nodes using only spanner links is no
more than 5 times the shortest path using all network
links. (In our extensive simulations presented in the next
section we never encountered an actual stretch factor lar-
ger than 1.4.) Both leader and non-leader nodes maintain
caches of local gateway information, which eventually con-
verge to lists of gateway and leader nodes that will be used
to route messages between nearby leaders.

More specifically, non-leader nodes initiate a four step
process proceeding over four slots. In the first slot, each
non-leader sends with a certain probability a ping to locate
an active leader within transmission range r.. If a leader re-
sponds with an acknowledgment in the second slot, the
non-leader prepares gateway advertisements for the third
and fourth slots. The third slot is used to pass leader infor-
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mation to other non-leaders, while the fourth slot is used
to pass gateway information to the leaders themselves.
Non-leaders that randomly choose not to send the initial
ping listen during this slot. In a provably bounded number
of rounds, all nodes have complete gateway information
with high probability.

4. Performance evaluation

We present results for six simulation studies conducted
for static ad hoc wireless networks with a custom-built
simulator based on OMNeT++: (A) a study of how sensitive
spanner stabilization time is to the probability p used in
Phase I; (B) a study of the degree to which non-uniformity
(as defined by the parameter §) affects stabilization time;
(C) a study of frame length; (D) a study of spanner con-
struction; (E) a study of spanner resilience; (F) a study of
the broadcast mechanisms developed for the spanner;
and (G) a study of the convergecast mechanisms for the
spanner.

4.1. Effect of p value used in Phase I on stabilization time

In several slots, our algorithm behaves probabilistically
with respect to the timing for sending messages. A mes-
sage for spanner construction may or may not be sent in
a given slot depending on certain probabilities. In general,
this probabilistic behavior is used to mix up the sets of
senders and receivers for a given slot. A node that could
not hear a message in one slot because it was sending will,
with high probability, hear it later. In these cases, the prob-
abilities are part of a strategy for multiple access.

The only such probability that was not explicitly fixed
in [1] is the value of p used in slot 2 of Phase I. In this slot,
active leader candidates send a message with probability p
and consequently listen with probability 1 — p. The value
of p that can be analytically proven to perform well, with
high probability, for all network sizes is p = 1/d. The con-
stant d is equal to the maximum number of leader nodes
within the interference area of a node, which is bounded
for any arbitrary network as shown shortly in this section.
When p is chosen this way, the convergence time for Phase
[ is guaranteed to remain roughly the same, even as the
network size and the network density increase. However,
this “optimal” value of p does not necessarily guarantee
the minimum stabilization time for a given network size,
merely that the time will be bounded for all networks. In
fact, we expect that values of p significantly larger than
1/d work well in most cases.

Fig. 3 shows the results from simulations that illustrate
this effect. Consistent with typical simulation parameter
settings in the literature, we consider a 200 x 200 m
square network area with N=100-900 nodes, each with
transmission range r, = 30 m. Furthermore, following the
typical wireless propagation characteristics (see Section
2), we set the interference range to twice the transmission
range, i.e., r; = 60 m (and correspondingly rs; = 2rs). For all
considered p values, the stabilization time for Phase I is rel-
atively stable for the considered wide range of node densi-
ties; especially for the mid-range of p, Phase I stabilization
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Fig. 3. Stabilization time for Phase I for various values of p and N. The first
data point is p = 0.017 ~ 1/60.

time is independent of the network density. For our simu-
lation setting, we have estimated a value of d = 60, as ex-
plained shortly. The shortest stabilization times occur for
p = 0.25, rather than for p =1/60. Since the times for
Phase I stabilization comprise only a small fraction of the
overall spanner stabilization time, and neither the p value
nor the Phase I stabilization time affect the subsequent
phases, we arbitrarily select the mid-range value p = 0.5
for the subsequent simulations.

The value of d = 60 was estimated for our simulation
scenario as follows: By definition, d is the maximum num-
ber of leader nodes that can be within the interference
range r; of a node. If we consider the case in our simulation
where r; = 2r, is a uniform circle, and leaders may be as
close as ry = r;/2 to each other, then the maximum value
of d can be obtained by viewing this as a disk packing prob-
lem. Since disk packing traditionally deals with non-over-
lapping disks, we note that the problem of placing nodes
no closer than rs is equivalent to packing non-overlapping
disks with radius r,/2. Also, since a node at the maximum
distance of r; has half of its transmission range beyond r;,
our bounding circle has a radius of r; + r5/2 = 9r;/2. There-
fore, the problem is equivalent to packing unit disks into a
circle of radius 9. In this case, the densest known packing
(a curved hexagonal packing [53]) allows 61 disks to fit in-
side the larger circle. But our simulation is also bounded by
the number of rounds in a frame, k = 60. Since each leader
node in the spanner must claim a unique non-interfering
round, the algorithm cannot create more than 60 stable
leaders in the defined radius.

The constant d thus estimated is invariant with respect
to network size, node density, and any other topology
characteristic. Again, in [1], we formally prove that the p
chosen according to the constant d indeed works for any
network topology, and the simulation results validate the
theoretical results of [1].

4.2. Non-uniformity and ¢ effects of sensing and interference
ranges

Our spanner construction algorithm is based on a phys-
ical model that allows for two types of non-uniformity. The
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first type of non-uniformity involves a range where inter-
ference or carrier sensing may occur with arbitrary proba-
bility. These ranges are (0, r;) and (r, I's), respectively. In
order to conduct a worst-case analysis of interference for
this type of non-uniformity, we let all transmissions within
(0, r;) interfere. For carrier sensing, the situation is some-
what different. Multiple overlapping transmissions may
increase the probability of detecting a busy carrier within
the arbitrary range (r,7s). As a simulation model for the
carrier sensing range, we require at least two nodes to be
transmitting within the (r,r) range in order for sensing
to occur. (Only one transmitting node is required within
the (0,ry) range.) This simple model takes into account
the effect of multiple transmissions on carrier sensing,
and can be further refined in future work to simulate re-
ceived power levels with finer granularity.

The second type of non-uniformity involves a non-uni-
form shape for each of these ranges: r¢,1;, 15, and ry are
each defined in terms of a cost function c(u,v) which
may take on values that are some factor 6 larger or smaller
than the Euclidean distance d between the nodes u and v.
For a detailed discussion on how the cost function defines
the transmission, interference, and sensing ranges we refer
to [1]. The worst case for this type of non-uniformity oc-
curs when ¢ takes on large values (close to 1). Separate
simulations for different § values are not necessary, as
the effect of scaling up ¢ is equivalent to scaling up the
node density as explained in the following.

If the cost function takes on values larger and smaller
than the Euclidean distance with roughly equal probabil-
ity, then the expected average transmission area is the
average of the area of the maximum and minimum trans-
mission ranges corresponding to the cases when
c(u,v) = (1 -06)d and c(u, v) = (1 + d)d, respectively. More
specifically, the average area of two discs with radii
re/(1+9) and r./(1 —6). This average area is equal to
nr2(1 + 6%)/(1 — 6*)?, which is a monotonically increasing
function for 6 € [0,1). Thus, increasing ¢ effectively in-
creases the expected average transmission area.

Increasing the expected average transmission area has
the effect of increasing D, the largest number of nodes
within the transmission range of any node. The stabiliza-
tion time and (by extension) byte overhead are bounded
by D, which we can think of as the “maximum density”
of the network. Therefore, we expect increasing J to have
a similar effect on overhead as scaling up D. In particular,
our experiments that scale up the density of the network
(in terms of increasing the total number of simulated
nodes N in a fixed area) show the equivalent effects of scal-
ing up D.

To demonstrate this effect, we conduct a verification
experiment with N = 300 nodes. We model the effect of
the cost function and 6 in the following manner: all edges
with length d < r¢/(1 + 9) exist in the network graph, and
edges with r,/(1+6) <d < r;/(1 — 9) exist with probabil-
ity 1/2. Note that the cost function is a general model that
can accommodate a wide range of propagation models; we
have chosen this model since it exhibits high variability
and is reasonably simple to simulate. We observe from
Fig. 4 that the stabilization times indeed increase with
increasing values of §; these increases of the stabilization
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Fig. 4. Stabilization time for increasing values of ¢ for N =300; the
plotted 95% confidence intervals are obtained from 20 independent
replications.

time are well within the increases in stabilization time ob-
served for increasing N values in Fig. 10d.

4.3. Frame length and measurement of overhead and
information exchange

The spanner construction process makes use of both
carrier sensing and packet transmission for information
exchange between nodes. Additionally, carrier sensing al-
lows the algorithm to form contention-free time slots for
each leader node, greatly reducing the number of packet
transmissions that are subject to collision. In order to mea-
sure the number of information bits exchanged through
each mechanism, we use the rules described below for
each communication slot. Each round consists of 10 slots,
as illustrated in Fig. 1.

The duration of the individual slots depend on the infor-
mation contained in them, which is either presence/ab-
sence of sensed physical carrier (neglected in Byte count),
node address (counted as 6 Bytes), or time stamp (counted
as 2 Bytes); in addition, we count 6 Bytes of overhead for
each slot. Thus, the lengths of the control messages sent
in the individual slots and the resulting phase lengths are
as described below. See Table 1 for a summary.

During Phase I, the spanner algorithm uses a simple sig-
nal (indicating the presence of a transmission) in the first
slot, and a message containing a node ID in slot 2. This
gives 6 + 12 = 18 Bytes. Note that all messages sent during
Phases I and II only require carrier sensing, so these signals
represent 1 bit of information sent for each transmitting
node and 1 bit received for each sensing node. Similarly,
during Phase II, the spanner algorithm uses a message con-
taining an ID and a timestamp during the first slot, and
simple signals during the other three slots. This gives
14 + 6 + 6 + 6 = 32 Bytes for Phase II. The constant factor
in the algorithm’s running time could potentially be re-
duced by only using the minimal 6 Byte messages through-
out Phases I and II, giving a total of 6 x 6 = 36 Bytes for
both phases. However, the messages received in slot 2 of
Phase I and slot 1 of Phase Il can be used to collect
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Table 1
Summary of slot lengths and information exchanged

Phase Slot Message Exchanged Message length
vulnerable information (Bytes)
to collision (bits/msg)

I 1 No 1 6

2 No?* 1 or 48° 12
1 1 No?* 1 or 64° 14
2 No 1 6
3 No 1 6
4 No 1 6
111 1 Yes 96 or 1° 18
2 No 50 or 98 18
3 Yes 112 20
4 No 208n 6+26n

¢ Phase I slot 2 and Phase I slot 1 can be used to collect information in
advance for Phase III, provided the messages do not collide. When this
mechanism is used in simulation, the larger number of information bits is
recorded.

b In Phase Il slot 1, active leader nodes may only sense a busy or free
carrier when the number of client nodes transmitting is not equal to 1.
This carrier sensing determines the leaders’ reply type in the next slot.

information in advance for Phase IlI, reducing the overall
stabilization time. This refinement is incorporated into
our simulation experiments and evaluations of information
exchanged count these Bytes. Our stabilization time esti-
mates are based on the longer slot lengths.

At the start of Phase III, assuming the previous phases
have stabilized, each leader owns a contention-free time
slot. However, intra-cluster transmissions from non-leader
nodes are still subject to collisions. Therefore, the first two
slots of Phase III contain a built-in contention mechanism.
Non-leader nodes compete to receive an ACK message
from the active leader in response to their CLIENT mes-
sages. Therefore, we measure the overhead needed for this
slot by counting the total number of CLIENT messages sent
versus the number of CLIENT messages that receive ACKs.
The non-acknowledged CLIENT messages are not retrans-
missions in the usual sense because not all CLIENT mes-
sages need to be received in order for the spanner to
stabilize. The 12 Bytes of information sent in each CLIENT
message only need to be received from a subset of the
non-leader nodes. On the leader’s side, if only one client
message is received, 12 Bytes of information are received;
and if several client messages collide, 1 bit of information
is sensed. Including the header, the total length of this slot
is 18 Bytes.

In the second slot of Phase III, the leader replies to its
non-leader nodes with one of three types of responses
(ACK, COLLIDE, or FREE), which are of variable size. The
header must therefore contain 2 bits of information to dis-
tinguish response type, and depending on the type, an
additional 6 or 12 Bytes of payload information are sent
and received. Because it is sent by a leader node, this trans-
mission is not subject to collision. In any case, the total
length of the slot is 18 Bytes, assuming the 2 bits of mes-
sage type are absorbed into the header.

In the third slot of Phase III, a non-leader node which
has received an ACK may send an ADV message containing
14 Bytes of topology information to other non-leaders.
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Fig. 5. Three leader nodes (gray squares A, D, and F) and three regular
nodes (gray circles B, C, and E) with the relative distances depicted may
result in a collision in Phase III slot 3.

Because these transmissions are between non-leaders,
they are subject to collisions. Consider the example illus-
trated in Fig. 5, with nodes B and E having been authorized
to send ADV messages by the leader nodes A and F, respec-
tively. (Note that it is possible for both leader nodes A and
F to be active in the same round because they are more
than r; + r; apart. Leader node D must be using a different
active round.) Node C is one potential recipient of the ADV
broadcast from B, but the reception at node C is subject to
possible interference from node E. However, while colli-
sions are possible in this slot, the spacing of active leaders
established in Phase II greatly reduces the number of ac-
tual collisions (see Table 2 in Section 4.4.2).

In the fourth slot of Phase III, the node which sent an
ADV will also broadcast a GATEWAY message to leader
nodes. A GATEWAY message can always be received by
the leader node that authorized it, due to the r; + r; spacing
of active leader nodes. Therefore, these messages are not
subject to collisions. The size of the gateway message de-
pends on the number n of 26 Bytes entries it contains.
We observed in our simulations (see Fig. 6) average max-
ima ranging from 6 to 11.25 entries when slot 4 was used
with network sizes ranging from 100 to 800 nodes, and we
conservatively set n = 12 for our delay estimates.

We calculated the values in Fig. 6 using the following
method. In each frame, the simulation averaged the num-
ber of gateway entries over all nodes and all rounds. Then,
we took the maximum of these samples over all frames of
all 20 runs for each value of N. Since these are maximum
and not mean values, we do not include confidence
intervals.

The duration of a frame also depends on the k, the num-
ber of 10-slot rounds in each frame. When choosing a good
value for k, there is a tradeoff between high values of k
which give nodes a large number of “colors” to use in the
distributed coloring of Phase II, and low values of k which
shorten the frame length. We observe in Fig. 7 that values
of k < 60 do not allow spanner construction to complete in
dense networks (large N with fixed area). For values of
k > 60, the time it takes the spanner to stabilize generally
increases as the frame length increases. Therefore, to min-
imize stabilization time, we should choose the smallest va-
lue of k that allows spanner construction to complete in
dense networks. For the values we examined, the number
of rounds per frame that meets these criteria is k = 60,
which we use in all other simulations.

Based on a value of k = 60, a 1 Mbit/s transmission rate
and a 20 ps spacing between slots, a frame is 215.5 ms
long. We note that our algorithms could be further refined
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Table 2
Average number of transmitted (tx), sensed (sx), collided, and received (rx) messages per node.
N 100 200 300 400 500 600 700 800 900
Phase I
# of msgs tx 40 + 16 32+17 24+86 15+9.6 14 +£5.6 12+£39 11+43 12+£5.2 88+3.1
# of msgs sx 296 478 509 412 482 487 495 636 474
=# of bits sx +112 +244 +190 +266 +213 +175 +208 +295 +199
# of msgs rx 0.10 0.063 0.046 0.026 0.028 0.024 0.021 0.014 0.016
+0.02 +0.008 +0.008 +0.007 +0.002 +0.003 +0.003 +0.004 +0.002
# of bits rx 49+095 3.0+0.37 22+037 134034 1.3+0.12 1.1+015 1.0+014 0.68+0.17 0.77+0.11
Phase II
# of msgs tx 188 271 330 333 321 362 505 389 666
+78 +107 +77 +131 +110 +80 +239 +148 +279
# of msgs sx 1204 1416 1551 1520 1451 1593 2078 1647 2586
=# of bits sx +433 +474 +311 +495 +425 +300 +842 +526 +920
# of msgs rx 20+82 27 +£11 32477 33+13 31+11 35+7.6 49 +22 38+15 65+ 27
# of bits rx 1259 1740 2072 2082 2002 2268 3111 2452 4162
+528 +692 +490 +823 +688 +489 +1440 +944 +1741
Phase III slot 1
# of msgs tx 40+5.0 110+ 13 173 £ 16 257 +24 334+ 26 379+35 424 + 49 510+ 51 538 +71
# of msgs sx
=# of bits sx 14+18 23+25 25+2.1 26+2.2 26+1.9 25+1.9 23+2.6 24+22 21+24
# of msgs rx 38+46 52+55 47 +4.4 43 +3.7 40 +3.7 36+3.8 31+35 31+29 26 £3.1
Kilobits rx 3.7+044 5.0+052 45+043 4.1+0.35 3.8+0.35 34+036 30+034 294028 254030
# of collisions 8.1+0.93 17+19 20+1.7 21+1.8 21+1.8 21+1.6 20+ 1.6 20+1.9 18+2.1
Phase III slot 2
# of msgs tx 24+3.0 34+37 36+3.0 36+29 35+£25 33+£26 30+33 31+28 27 £3.1
# of msgs rx 16 +£2.0 70 £ 8.1 116 £9.2 157 £13 188 £ 14 207 £ 18 218 £25 254 +24 245 +29
Kilobits rx 13+0.15 4.1+£046 63+0.50 83+0.70 10+ 0.74 11+£0.94 11+13 13+1.2 13+£15
Phase III slot 3
# of msgs tx 998+1.2 120+13 109+092 10.1+082 9.03+0.67 8.04+0.72 7.01+0.72 7.04+0.66 6.01-0.68
# of msgs rx 34+42 104 + 11 157 +£13 204 +17 236+ 17 257 +£22 265 + 28 306 + 29 298 + 34
Kilobits rx 38+047 12+1.2 18+ 14 23+19 26 +2.0 29425 30+3.2 34+33 33+38
# of collisions 0.04+0.01 0.03+0.009 0.18+£0.08 0.068+0.02 0.026+0.009 0.36+0.1 0.19+0.08 0.16+0.07 0.17+0.08
Phase III slot 4
# of msgs tx 998+1.2 120+13 109+092 10.1+082 9.03+0.67 8.04+0.72 7.01+0.72 7.04+0.66 6.01+0.68
# of msgs rx 998+1.2 120+13 109+092 10.1+082 9.03+0.67 8.04+0.72 7.01+0.72 7.04+0.66 6.01+0.68
Kilobits rx 28 £4.0 50£6.1 54+54 55+53 53+6.6 48 +6.2 42+49 46 £5.7 39+5.2
Phase III totals
# of msgs tx 84+10 168 +£19 230+ 21 313 +29 386 +30 428 + 38 468 + 54 554 + 55 577 +75
# of msgs sx
=# of bits sx 14+18 23+25 25+2.1 26+22 26+19 25+19 23+26 24422 21+24
# of msgs rx 98 +11 238 +25 331427 414 + 34 472 +35 508 + 44 521+57 598 + 56 576 + 67
Kilobits rx 37+49 71+8.1 82476 90 +8.1 94+ 10 91+10 86 +9.5 96 + 10 87 +10
Kilobits rx not 30+4.1 54 +6.5 60+5.8 63+6.0 63+74 59+7.0 53+£6.1 58 £6.8 52+6.6
vulnerable to
collision
Totals
# of msgs tx 312 471 584 645 721 803 985 929 1252
+82 +127 +82 +151 +116 +82 +217 +171 +283
# of msgs sx 1515 1916 2085 1936 1958 2105 2596 2305 3081
=# of bits sx +480 +712 +483 +731 +617 +423 +892 +790 +998
# of msgs rx 118 £ 11 265 + 28 363 + 25 426 + 57 504 + 36 543 + 45 570 £ 51 606 + 85 641+72
Kilobits rx 38+4.8 73+8.1 84+75 88+12 96 +9.5 93+9.8 89+9.0 94 + 14 91+11

in future work to reduce the number of gateway entries,
thus shortening the frame duration.

4.4. Performance results for spanner construction

To demonstrate the performance of spanner construc-
tion, we present two types of results: (i) detailed sample-
path data providing insights into the evolutions of the dif-
ferent phases of our algorithm, and (ii) aggregate data pro-
viding insights into the overall algorithm performance,
both for 100 up to 900 node networks. For each simulation

we conducted 20 independent runs, each starting with an
independent random placement of nodes without any
information about neighbors or topology in a 200x
200 m square field. We use a transmission range of
r. = 30 m and an interference range of r; = 60 m.

4.4.1. Sample-path simulations

We plot in Fig. 8a—c the means for the number of leader
nodes determined by Phase I, the number of leader nodes
owning non-interfering transmission rounds determined
by Phase II, and the number of gateway nodes determined
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Fig. 7. Stabilization time for various values of number of rounds per
frame k and number of nodes N (95% confidence intervals from 20
replications).

by Phase III of our algorithm, respectively, as a function of
time in frames. Each line depicts data for a different num-
ber of nodes, ranging from 100 at the bottom to 900 at the
top.

We observe from Fig. 8a and b that the leader nodes and
the ownership of non-interfering transmission rounds are
completely stabilized in all cases within approximately
10 and 15 frames, respectively, whereas the gateway nodes
stabilize hundreds of frames later. Specifically for the
N = 300 node scenario, the leader nodes and the owner-
ship of non-interfering transmission rounds stabilize with-
in about two and eight frames, respectively, whereas the
gateway nodes stabilize after close to 215 frames. We
therefore conclude that for this scenario (increasing nodes
in a fixed area), the completion times for Phases I and II are
small and relatively constant. On the other hand, we ob-
serve from Fig. 8c that the time it takes for Phase III to
complete is relatively large and increases with the number
of nodes/density. We also note that most of the gateway
nodes have been discovered well before the spanner is

completely stable. If we consider it sufficient that 90% or
95% of possible gateway nodes are established, the overall
stabilization time is much smaller. Specifically, as exam-
ined in detail in Fig. 10d, for the N =300 scenario, the
backbone is completely constructed after about 46.4 s,
while 90% of the gateway nodes have been discovered after
approximately 86 frames (18.5 s), whereas 95% and 98% of
the gateway nodes are established after 127 frames
(27.3s) and 162 frames (34.9 s), respectively, indicating
that the spanner is close to complete at these earlier times.

Comparisons with existing backbone formation algo-
rithms are complicated due to a number of crucial differ-
ences and can therefore only give a rough indication of
the relative performance of our algorithm. For instance,
two extensively studied algorithms in [31], namely an
algorithm based on [15,33] and an algorithm based on
[34], assume that each node has a complete list of other
nodes in its transmission range, whereas we do not assume
any prior neighbor or topology knowledge by the nodes.
Creating such neighbor lists requires neighbor discovery
through the exchange of hello messages and is examined
in recent studies, see e.g., [54-59], which report time dura-
tions for completing the neighbor discovery ranging from
several seconds to a minute, with delays on the order of
10s of seconds being most typically reported. Also, our ap-
proach produces a backbone network in conjunction with a
schedule of non-interfering (MAC packet collision-free)
transmission rounds for the leader nodes in the backbone
network thus greatly facilitating the use of the backbone,
whereas the exiting approaches only identify the nodes
in the backbone, but do not further facilitate the use of
the backbone. For 300 nodes with neighbor lists and a
30 m transmission range in a 200 by 200 m area, [31] re-
ports average protocol durations of a little less than 2's
for the [15,33] based algorithm and about 12s for the
[34] based algorithm.

Comparing the overall strategies for constructing a
backbone starting from a network of nodes without any
topology information, we note that the [15,33,34] based
approaches in [31] first employ a neighbor discovery pro-
tocol to obtain the neighbor lists at each node, and then
construct the backbone relatively quickly based on the de-
tailed node address information in the neighbor lists. On
the other hand, our approach starts from nodes without
any neighbor or topology information and first employs
physical carrier sensing (I) to establish leader nodes that
can reach every node in the network in one hop, and (II)
to assign these leader nodes non-interfering transmission
rounds. With this “infrastructure” which is put in place
very quickly, as observed from Fig. 8a and b, we then (in
our Phase III) exchange detailed node address information
to learn the detailed local topology for the establishment of
the gateway nodes. This detailed node address exchange in
our Phase IIl makes Phase III by far the most time consum-
ing phase, as observed in Fig. 8c, but is aided by the under-
lying “infrastructure” that minimizes collisions for the long
control messages with the detailed gateway information
sent in the third and fourth slot of Phase III.

The comparison study [31] also considers an algorithm
based on [35], which requires nodes to know the number
of neighbors (obtained through techniques such as [60]),
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Fig. 8. Detailed sample-path simulations: evolution of numbers of leader and gateway nodes backbone creation as a function of time in frames for 100

(bottom curve), 200, 300,...,900 nodes (top curve).

and reports a duration of 77 s for the 300 node network.
The [35] based algorithm requires the propagation of con-
trol information over several transmission hops, resulting
in a low degree of localization, and involves the construc-
tion of a spanning tree. In contrast, our approach is highly
localized and does not involve spanning trees, resulting in
significantly faster backbone construction in a network of
nodes without any topology information.

The parallel phases in our self-stabilizing algorithm en-
sure a robust backbone that automatically recovers from
changes in the network, such as might occur due to node
mobility and node failure. In other words, our algorithm
has built-in functionality for both creating and maintaining
a backbone network. For a reasonably fair comparison of
the overhead (in terms of number of transmitted Bytes
per node) with existing backbone creation algorithms, we
report in Fig. 9a-f the means and 95% confidence intervals
of the numbers of per-frame and cumulative transmitted
Bytes contributing toward backbone creation. Specifically,
we count the transmissions of Phase I, from the start of
the simulation until the leaders are stable. Similarly, we
count the transmissions of Phase II from the start of the

simulation until the round ownerships are stable. Then
we count the Phase III transmissions from when the round
ownerships are stable until the gateways are stable. We
observe from Fig. 93, ¢, and e a brief spike in the per-frame
transmissions for the completion of the leader election and
non-interfering transmission round assignment. The trans-
missions then slowly taper off as the gateway nodes are
found. Referring back to Fig. 8c, we note that most of the
gateways are discovered early in the stabilization process.

Comparing Fig. 9b, d, and f we observe that the trend is
similar for large and small networks: a brief period where
transmissions occur rapidly and a longer period where
transmissions are less frequent, eventually tapering off.
We also note that the rate of transmissions during gateway
discovery, indicated by the slope in these figures, is almost
identical for N = 300 and N = 700. This trend will be inves-
tigated further in the next section.

4.4.2. Aggregate simulations

In this section we present aggregate simulation results
characterizing the created backbone network and the ef-
fort required for creating the backbone. We consider net-
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works with 100-900 nodes, whereby each node has the r; =60 m (and ry = 2ry). Each data point in the following
transmission and interference ranges r,=30m and plots represents the average of 20 runs, each with indepen-
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dent random node placement, with the error bars repre-
senting 95% confidence intervals. In these aggregate simu-
lations, we define a spanner to be stable in terms of its
sample-path data from the previous section. Intuitively,
we define a spanner to be stable when the remainder of
the curve shown in Fig. 8c is “flat”. Specifically, we allow
each run to continue until the time t; when the status of
each node (leader/owner state and gateway list length)
has remained unchanged for 10 frames. In general, this
overestimates the stabilization time. We then calculate
the true stabilization time to be the time t; such that the
variance from the mean for the number of gateway nodes
from t, to t; is less than 0.01.

In Fig. 10a we plot the mean and 95% confidence inter-
vals for the number of leader nodes. In Fig. 10b we plot the
node degree defined as the number of connections each
leader has to other leaders through attached outgoing
gateway links. Smaller leader set size and node degree
indicate that the overlay network will be able to distribute
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data messages more efficiently, with fewer total transmis-
sions. We observe that the number of leader nodes
(Fig. 10a) and the number of neighbors each leader node
has in the backbone (Fig. 10b) initially both increase, then
level off toward a maximum for denser networks. This
means that the quality of the backbone network generated
by our algorithm will not degrade in highly dense net-
works. The node degrees achieved in our simulations are
in the same range as those in the simulations in [25]. For
a 100 node unit-disk model network with similar area
and transmission range as our network, the algorithms in
[25] give average node degrees between 1.2 and 4 and
maximum node degrees between 4 and 41, compared to
average and maximum node degrees of approximately
6.6 and 13.4 with our algorithm. This is one indication that
our algorithm constructs a fairly efficient backbone, while
considering a more detailed physical layer model.

In Fig. 10c, we plot the total size of our spanner, includ-
ing leader nodes and gateway nodes. These represent large
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Fig. 10. Aggregate simulation: backbone network characteristics as well as required backbone formation time for 100-900 nodes.
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percentages of the total network size and large numbers of
gateway nodes compared to other spanner construction
algorithms. The backbones for the 300 node networks in
[31] contain 60-75 nodes, compared to on average 54 lea-
der nodes and 186 gateway nodes for a total of 240 nodes
in the backbone with our algorithm. One main reason for
our relatively high number of gateway nodes is that in an
effort to keep complexity low and topology information
exchanges local, our algorithm does not force two leader
nodes A and B to use the same gateway node(s) for com-
munication in both directions between A and B. More spe-
cifically, from additional simulations for 300 node
networks we found that for almost a third of all A~B con-
nections, the A—B connection has one gateway node while
the B—A connection has two gateway nodes. Typically, one
third of such A—B connections do not share any gateway
node, i.e., employ three unique gateway nodes to connect
leaders A and B in both directions. Furthermore, typically
more than half of all A«~B connections employ two gate-
way nodes in each direction, whereby in turn more than
half of such connections traverse at least one different
gateway node in the different directions. For close to a
tenth of all connections, node A identified unique nodes
C and D as its gateway path to B, while B identified unique
nodes E and F as its gateway path to A. Moreover, roughly
4/5 of all one-node connections use a different gateway in
each direction. These results indicate that integrating a
gateway “pruning” algorithm, e.g., [33], is one possibility
for future work on this topic. However, we also note that
redundant gateway connections make the spanner more
robust to node loss and do not hinder the broadcast or con-
vergecast algorithms, as we explore in subsequent
sections.

In Fig. 10d, we plot the stabilization time for the span-
ner construction alongside graphs of the points in time
when 90% and 95% of the total gateways have been discov-
ered. We observe that the stabilization time increases
somewhat slower than linearly with the network size,
which matches our theoretically shown poly-logarithmic
complexity results [1]. This type of efficiency is important
in any backbone formation algorithm, but stabilization
time is especially important when nodes become mobile.
As indicated in the previous section, the 90% and 95% lines
show that the spanner is mostly complete well before it is
completely stable. Using our time estimate of 1 fra-
me =215.5 ms, even the 800 node network is 90% com-
plete in approximately 40 s.

In Fig. 11a, we plot the total number of Bytes transmit-
ted per node for the backbone creation during the stabil-
ization of the spanner. For better comparison with
algorithms that do not run in parallel, we only count pack-
ets sent during “active” phases of the algorithm (as in the
previous section). We observe that similar to stabilization
time, communication cost increases somewhat slower
than linearly with the network size. Again, this matches
our theoretically shown poly-logarithmic complexity re-
sults [1]. Specifically, for N = 300, we observe from Figs.
9d and 11a a cumulative overhead of 8 104 + 606 (for
95% confidence interval) transmitted Bytes per node for
the backbone creation, which compares to less than
1000 Bytes with the [15,33] based approach, roughly

7500 Bytes with the [34] based approach, and 36,000 Bytes
with the [35] based algorithm in [31]. It is very important
to keep in mind in these comparisons that [31] considers
interference ranges equal to transmission ranges, whereas
we consider interference ranges twice as large as the trans-
mission ranges. To illustrate the impact of the larger inter-
ference range, we simulated the N =300 node network
with equal transmission and interference ranges
r.=1; =30 m for which the cumulative overhead is
roughly cut in half to 3 475 + 525 Bytes per node for the
backbone creation. Further, with the r, = r; setting, the sta-
bilization times for the leader nodes and round ownerships
are slightly reduced, while the gateway nodes still require
around 215 frames to stabilize. It is also important to note
in the comparisons that the algorithms examined in [31]
assume knowledge of neighbor lists or number of neigh-
bors, whose establishment requires significant transmis-
sion overhead [54-59]. In contrast, our algorithms do not
require any prior knowledge. Since the energy consumed
for the overlay network construction is generally propor-
tional to the exchanged control traffic, the results in
Fig. 11a indicate that the energy consumed to set up the
overlay network increases close to linearly with the net-
work size.

In Fig. 11b, we plot the average number of Bytes trans-
mitted per node per frame during Phase III of the spanner
construction. As mentioned in the previous section, even as
we increase network size, the rate of Bytes sent per node is
relatively constant during this phase. The rate is actually
higher for sparser networks (N < 400) because a larger
percentage of the total nodes are being identified as
gateways.

In Fig. 11c, we plot the relative use of each slot during
spanner formation. We observe relatively small numbers
in most slots, since only a small fraction of nodes use these
slots. The exceptions are slots 5 and 7. Slot 5 is the third
slot of Phase II, and all inactive nodes within r; of an owner
node broadcast a busy message. As in all other plots, only
messages sent during “active” phases of the spanner con-
struction are counted. If we counted Phase Il maintenance
activity during the entire spanner formation time, slot 5
and not slot 7 would represent the largest fraction of com-
munication overhead. Slot 7 is the first slot of Phase III,
when potential gateway nodes contend for the attention
of active leader nodes. Unlike slot 5, only inactive nodes
covered by leaders in their active round transmit in this
slot, and fewer Bytes are transmitted during slot 7 each
round. However, the relatively long duration of Phase III al-
lows this slot to contribute more toward the total overhead
in the long run. Slot 10 is used to transmit large gateway
list messages, but the contention mechanism of Phase III
effectively limits the number of nodes sending these in
each round.

In Table 2, we present the average number of transmit-
ted, sensed, collided, and received messages per node, bro-
ken down by phases and slots. For each statistic, messages
are totaled over the time period each phase is active during
spanner construction, averaged across 20 runs, and divided
by the total number of nodes in the network. For this anal-
ysis, we define a collision to be an event in which a node
that could have received a message is only able to sense
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Fig. 11. Aggregate simulation: backbone formation overhead for 100-900 nodes.

a busy carrier. We emphasize that these collisions do not
imply retransmissions: spanner formation merely depends
on the fact that sufficient topology information is received
with high probability.

Also, in Table 2, we compare information reception that
is due to physical carrier sensing only versus fully receiving
a message by expressing both quantities in bits. While the
majority (over 75%) of messages sent are used for carrier
sensing, each of these messages conveys only one bit of
information. The larger gateway discovery messages in
Phase Il comprise the majority (over 90%) of information
bits received.

Examining the numbers of messages transmitted for the
three phases in Table 2 for increasing number of nodes N,
we observe a decrease for Phase [, while there is an in-
crease for Phase Il and the totals for Phase III. The decreas-
ing number of transmitted Phase I messages for increasing
node density is due to the probabilistic leader election
mechanism of [1], which scales back the number of mes-
sages transmitted per node, despite using the same p value

for all considered network densities. On the other hand,
the increasing numbers of Phases Il and IIl messages for
increasing node density conform with the poly-logarithmic
complexities of these algorithms [1]. It is interesting to ob-
serve that the increase in the messages for Phase III is
mainly due to slot 1 of Phase III; the numbers of transmit-
ted messages for slot 2 stay roughly constant, while the
numbers of transmitted slot 3 and 4 messages (which are
the longest messages exchanged by the algorithms slightly
decrease with increasing node density).

We further observe from the results for Phases I and II
in the table that these phases rely largely on sensed infor-
mation. Recall from Section 4.3 that Phases I and II only re-
quire sensed information for forming the leader set and
the non-interfering transmission rounds, but through in-
tact message reception can collect information in advance
for Phase III. We observe that Phase I contributes very little
toward the information collection for Phase III, while
Phase II makes substantial information collection
contributions.
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Examining closer the transmitted and received mes-
sages in slots 3 and 4 of Phase III, we observe that the num-
ber of messages transmitted in slot 3 is equal to the
number of transmitted messages in slot 4, which in turn
is equal to the number of received messages in slot 4.
These results confirm the expected behavior of the algo-
rithms in that any node that sends a so-called ADV mes-
sage in slot 3, sends a so-called GATEWAY message in
slot 4 [1]. Furthermore, a slot 4 GATEWAY message is sent
from a gateway node to its leader node, and is not vulner-
able to collision. A possible refinement over the algorithm
specified in [1] could be achieved by having other inactive
leader nodes “overhearing” the GATEWAY message trans-
mission from a gateway node to its leader. However, addi-
tional simulations (not included in detail here due to space
constraints) indicated that this refinement does not signif-
icantly reduce stabilization time.

Turning to the amount of control information ex-
changed through physical carrier sensing relative to the
information exchanged through intact message receptions
we make the following observations from Table 2. First, we
observe from the total numbers of messages sensed and
messages received that over 75% of the messages are
sensed (out of the total of sensed plus received messages).
Furthermore, we observe from the Phase III totals that the
majority (typically over 65%) of all bits received (from re-
ceived messages) in Phase IIl are sent during slots that
are not vulnerable to collision. These results confirm that
the output of Phase II's carrier sensing operations, namely
a non-interfering schedule of leader transmission rounds,
helps to reduce overhead in Phase III by greatly reducing
the number of potential collisions. Furthermore, actual col-
lisions are also reduced by the schedule of leader transmis-
sion rounds, as seen in slot 3 of Phase IIL

4.5. Performance results for spanner resilience

To test the resilience of the spanner we conducted two
types of simulations: one evaluating the passive resilience
of the spanner, without any spanner maintenance; and an-
other evaluating active resilience, measuring how well the
spanner maintenance function of the algorithm performed.
Throughout we continued to use the same simulation set-
tings as before. We simulated 100-900 nodes with the
transmission and interference ranges r,=30m and
r;=60m (and rg = 2r).

Table 3

4.5.1. Passive resilience

To examine the passive resilience of the constructed
backbone network, we followed the approach of Basagni
et al. [31] and their “robustness” metric: we measured
the number of randomly selected nodes in the backbone
that could be removed while maintaining its two main
properties: (i) being a connected network, and (ii) being
a dominating set of the overall network. The backbone is
defined to be connected when a path exists between every
pair of nodes in the backbone. The backbone is defined to
be dominating when every node in the network is at most
one hop away from a backbone node. While this robust-
ness metric allows us to make quantitative comparisons
with existing results, it is not directly applicable to our net-
work model since we first construct a set of leader nodes
that dominate the network, and then add gateway nodes
that connect the leaders but have no role in dominating
inactive nodes. Our gateway nodes would need to be “pro-
moted” to leader status in cases where the local leader
node was disabled. We allow for this type of “easy repair”
of the spanner in our definition of “passive” resilience, so
that the robustness metric of [31] becomes applicable to
our model.

Table 3 first gives the average total number of nodes in
our backbone, as well as the respective numbers of leader
and gateway nodes, prior to disabling any nodes. Through-
out, we report 95% confidence intervals based on 75 repli-
cations. Next, the table gives the average total number of
randomly selected backbone nodes that could be disabled
while the remaining backbone nodes still formed a func-
tional backbone; the split of the disabled nodes into leader
and gateway nodes is also provided. Table 3 furthermore
gives the average number of “easy repairs”, i.e., promotions
of gateway nodes to leader nodes, required to maintain the
functionality of the backbone after the disabling of back-
bone nodes. Comparing the numbers for overall backbone
size and disabled nodes, we observe that for all network
sizes a large fraction of the nodes in the backbone can be
lost while maintaining the connected and dominating
properties. However, unlike the original spanner, this
“damaged” backbone would not be guaranteed to have a
stretch factor of 5, and would require active maintenance
to regain full capability. Easy repairs alone only handle
the loss of the dominating property, and cannot guarantee
these other properties of the spanner.

Backbone robustness: the number of nodes that can be disabled in a backbone network without compromising its connectedness or dominating property, for
various network sizes. Easy repairs represent instances when a gateway node was promoted to act as a dominating node.

N 100 200 300 400 500 600 700 800 900
Nodes in bb. 92+1.7 173 +£3.5 240+ 3.0 285 +5.0 335+85 359+ 12 392+9.0 422 +12 4374+ 15
# leaders 41+1.1 50 +0.93 54+1.0 55 +0.99 57+1.1 58+1.4 59+13 60+1.4 61+1.7
# gateways 51+1.5 123 £3.1 186 +£2.8 230+39 278 +7.8 301+ 11 333+84 362 +11 376 + 14
Avg. disabl. 8+1.7 59+5.8 114+6.4 169+ 8.3 213 +£7.8 253+7.2 267 £9.9 250+ 15 300+9.3
# leaders 3.9+0.88 18+1.7 27+16 32+1.38 37+15 40+1.2 38+1.7 39+23 42+13
# gateways 434093 41+42 87+5.0 137 +6.77 176 £ 6.5 213 +64 228 +84 211+13 257 +8.3
Easy repairs 0.283 3.507 9.867 16.32 21.11 24.83 26.99 26.95 33.67

% of fail.

Not conn. (%) 93.3 94.7 80.0 773 62.7 68.0 60.0 413 453

Not domin. (%) 6.7 53 20.0 22.7 373 32.0 40.0 58.7 54.7
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Compared to the other protocols with a high degree of
localization evaluated in [31], our algorithm produces a
large backbone: approximately 80% of the nodes in our
N = 300 node network belong to the backbone, while 20-
25% of the nodes belong to the backbone with the protocols
of [15,33-35]. However, our spanners are also significantly
more robust: almost half of the nodes in our backbone can
be lost while maintaining spanner properties. On the other
hand, the spanners produced by the algorithms in [15,33-
35] cannot generally survive the loss of more than 8
backbone nodes in the N = 300 node network. Importantly,
as we will see in Section 4.6, our broadcast and converge-
cast algorithms efficiently use only a fraction of the
gateway nodes, effectively reducing the size of the active
backbone.

From Table 3, we also find that the relative number of
failures due to loss of connectivity versus loss of dominat-
ing set property decreases for larger network sizes. As
pointed out in Section 4.4.2, our spanner does not force
two leaders to use the same set of gateways for communi-
cation between the two in both directions. In a denser net-
work, there is greater possibility of a leader node
uncovering a few inactive nodes when it gets disabled,
while the backbone has a higher chance of remaining con-
nected through the higher number of gateways.

4.5.2. Active resilience

We present in this subsection a brief preliminary evalu-
ation of the active resilience of our spanner, a more com-
prehensive active resilience evaluation is left for future
work. We disable a number of the nodes in the backbone
and measure the time it takes for the spanner to re-stabi-
lize. Compared to our passive resilience scenario, this is a
more demanding condition than merely requiring the
spanner to be connected and a dominating set after remov-
ing nodes. Here, we are measuring the time until the span-
ner is fully repaired with all the possible gateway
connections that contribute to the low stretch factor prop-
erty of the backbone. We expect this process to take some
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time, even when we remove fewer nodes than the previous
section’s results seem to permit.

For this evaluation, we focus on the removal of back-
bone nodes. In our spanner formation, broadcast, and con-
vergecast algorithms the leaders do not maintain cluster
membership lists. Therefore, regular nodes may join, leave,
or move within the coverage area of different leader nodes
without incurring any repair costs to the backbone.

Fig. 12a shows the average time (95% confidence inter-
vals based on 15 replications) it takes the spanner to resta-
bilize is primarily dependent on the number of removed
nodes n and not the total size of the network N. These re-
sults demonstrate that the spanner repair is conducted
mainly locally, involving only the immediate neighbor-
hood of the removed nodes and not the entire network.
Fig. 12 shows the average per-node overhead during span-
ner maintenance (95% confidence interval based on 45 rep-
lications), which is independent of the number of disabled
nodes. We see that the overhead for active repair is roughly
equal to the peak spanner construction overhead of
200 Bytes per frame per node. This is consistent with the
earlier results since we are now counting messages for
all three phases of the spanner formation algorithm as they
run in parallel to repair the backbone. We note that by
extending the data period in the round (see Fig. 1) whereby
a frame contains k rounds, i.e., k data periods, the relative
overhead for spanner maintenance can be reduced, at the
expense of reduced maintenance responsiveness. A de-
tailed examination of these trade-offs of active resilience
is left for future work.

4.6. Broadcast

To evaluate the broadcast mechanism, we sequentially
simulate the broadcasting of single-packet messages from
one source node to all other nodes in the network. We con-
duct 90 independent replications and present 95% confi-
dence intervals. For each replication, the source node is
chosen at random from among all network nodes, includ-
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(b) Average number of bytes transmitted per frame per
node during spanner repair, which is independent of the
number of disabled nodes

Fig. 12. Backbone robustness: time and Bytes spent while the spanner re-stabilizes after n = 1,5, 10 nodes have been disabled.
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ing leader, gateway, and inactive nodes. As before, we sim-
ulated 100-900 nodes with the transmission and interfer-
ence ranges 1, = 30 m and r; = 60 m (and rs; = 2r).

A broadcasting frame contains k four-slot rounds, using
the non-interfering round assignments from Phase II. The
first slot is reserved for leaders to forward the broadcast
message. The second and third slots are used by gateway
nodes to probabilistically initiate an RTS-CTS exchange.
Gateway nodes that have received a broadcast data mes-
sage send an RTS with probability p. The fourth slot is re-
served for gateways to forward the message after a
successful CTS. We proved in [2] that selecting p =1/2d
guarantees bounded time to deliver the message to all
nodes, where d is the number of leaders within the inter-
ference range r; of any node. Since we estimated in Section
4.1 a maximum possible value of d = 60, we conservatively

set p = 0.01 for these simulations.

If we consider the maximum size for a broadcast mes-
sage of 1500 Bytes, and that the RTS and CTS frames are
20 and 14 Bytes, respectively (as in 802.11), then the dura-

Time in Frames
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tion of a broadcast frame can be estimated as in Section
4.3. Based on k = 60 rounds/frame, a 1 Mbit/s transmission
rate and a 20 ps spacing between slots, a broadcast frame
is approximately 1.46 s long.

In Fig. 13a, we see that the time it takes for the message
to reach all nodes is relatively constant for dense networks
and is somewhat higher for sparse networks. While our
small value of p results in lower performance for sparse net-
works, it does establish a density-independent upper
bound on broadcast latency. Using our estimate of 1
frame = 1.46 s, the broadcast message reaches all nodes in
our N > 300 node networks in less than 8.8 s. Our results
are comparable with those in [13] in that both algorithms
achieve constant broadcast latency for fixed-area networks,
and they therefore approximate the minimum latency.

Figs. 13b and c show the average number of times the
data message or control messages (RTS and CTS) were
transmitted, respectively. We note that the overhead levels
off for large networks, which corresponds to a decreasing
overhead/node ratio for denser networks.
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Fig. 13. Broadcasting overhead for N = 100-900 nodes.

transmitted by leader and gateway nodes during each
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Finally, Fig. 13d shows the average number of times the
broadcast message was transmitted by leader nodes and
gateway nodes during broadcast operations. The broadcast
protocol allows leader nodes to transmit exactly once, but
a given gateway node may retransmit the same broadcast
packet multiple times. Thus, the number of data packet
transmissions plotted in Fig. 13d gives the number of lea-
der nodes and an upper bound on the number of gateway
nodes involved in the broadcast. More specifically, Table 4
gives the average number of backbone nodes involved in a
given broadcast. Here we see an important property of the
broadcast mechanism. Even though the N = 900 node net-
works have on average 437 backbone nodes, on average
only 188 of these nodes are used during a broadcast. This
effectively mitigates the negative effects of selecting a
large number of gateway nodes, because only a fraction
are active in broadcasting.

Comparisons of our physical carrier sensing based
broadcast mechanism with existing broadcast approaches
are complex, mainly because the existing approaches do
not consider interference ranges larger than transmission
ranges and also do not conduct the broadcast over a self-
stabilized (active resilience) backbone. To give some indi-
cations of the performance of existing algorithms, we note
that the most efficient of the broadcast protocols studied in
[15] also uses a fraction of the nodes in a network that de-
creases with increasing network density. Their “gateway”
protocol uses only 45% of all network nodes for broadcast-
ing in a network with degree = 10. In our N = 200 node
network, which is a similar degree, we use 52% of all nodes
to achieve network-wide broadcast. In [8], several broad-
cast algorithms using varying amounts of topology and
location information are evaluated through simulation.
The densest network evaluated has a degree of 21.2
(roughly the density of our N = 400 node network) and be-
tween 18 and 35 of 110 nodes retransmit the broadcast
message for the various protocols, compared to 36% of
the nodes in our N = 400 network.

We also note that the transmissions by leader nodes in
our backbone, which account for close to half of the trans-
missions for broadcasts in small networks and about one
quarter of the transmissions in large networks, are not sub-
ject to collisions due to the non-interfering round assign-
ments from Phase II. More specifically, in slot 1, leaders
relay the data message in their reserved active round,
which means that all neighboring nodes can receive it
without interference. In slot 2, gateway nodes with the
broadcast packet send an RTS message with probability p,
which may result in a collision. In slot 3, a leader or gate-
way that successfully receives an RTS sends a CTS signal,
which the originating gateway receives through physical
carrier sensing, and is thus not vulnerable to collision. In
slot 4, only gateways that sense a CTS signal relay the

broadcast message, again without collision. We observe
from Table 4 that as a result of primarily our spanner infra-
structure, less than 5% of the Bytes transmitted during
broadcast are vulnerable to collisions.

4.7. Convergecast

We define convergecast to be a many-to-one operation
in which each of m source nodes has a packet to send to a
sink node. In our evaluation of the convergecast algorithm,
for each replication, m source nodes and the sink are cho-
sen uniformly at random from among all network nodes,
including leader, gateway, and inactive nodes. We conduct
15 replications each for six random networks, for a total of
90 replications and report 95% confidence intervals.
Throughout, we continue to use the same simulation set-
tings as before, that is, we simulated 100-900 nodes with
the transmission and interference ranges r = 30 m and
r;=60m (and rg = 2ry).

Convergecast proceeds in two phases. The first phase is
a tree-building operation, which is basically the broadcast
operation with a ROUTE message instead of a broadcast
data message. Tree-building frames similarly contain k
rounds, using the non-interfering round assignments from
Phase II. The difference is that both leaders and gateways
participate in the probabilistic sending of RTS messages
whenever they receive a ROUTE message reporting a short-
er path to the sink. We therefore need only three slots for
tree building: one for sending an RTS with probability p,
one for responding with a CTS signal, and one for sending
ROUTE messages.

The second phase is gathering using the completed tree.
Convergecasting uses its own four-slot round, again mak-
ing use of the non-interfering round assignments. The first
slot is reserved for leaders to forward the convergecast
message. The second and third slots are used by gateway
and inactive nodes to probabilistically initiate an RTS-CTS
exchange. Non-leader nodes that have a convergecast data
message in their queue send an RTS with probability p. The
fourth slot is reserved for these non-leader nodes to for-
ward a messages after a successful CTS. We proved in [2]
that selecting p = 1/d guarantees bounded time to deliver
all messages to the sink. For contrast with our broadcast
results, we aggressively set p = 0.05 for these simulations.

Unlike spanner construction, these two phases cannot
run in parallel, since we assume the tree is complete before
gathering begins. One possible distributed method to tran-
sition between these phases would be for source nodes to
start a timer upon receiving a ROUTE message during tree
building. With a timer duration set using estimates of tree
building latency (see Fig. 14), the source node could be rea-
sonably certain the tree was complete before gathering be-
gins. It would also be possible to build a tree for a given

Table 4

Average number of nodes involved in a broadcast and average number of kBytes transmitted during a broadcast operation of a 1500 Bytes packet.

N 100 200 300 400 500 600 700 800 900

# of broadcast nodes 71+1.1 106 + 1.5 1294+2.8 143 +3.2 162 +3.7 166 +3.7 175+3.3 183+4.2 188 +4.6
kBytes tx not vuln. to coll. 155+9.3 205 +12 239+95 264 +£9.1 301 +12 313+11 320+85 337+11 344+ 11
kBytes tx vuln. to coll. 6.1+070 76+092 83+080 81+062 96+085 99+090 93+046 105+0.78 102+0.57
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Fig. 14. Convergecasting overhead for N = 100-900 nodes.

sink and re-use it for several iterations of gathering, as long To obtain an estimate of convergecast latency, we as-
as there are no significant changes in topology. sume that the ROUTE message is a simple 20 Bytes control
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packet (it only needs to contain the address of the sender
and an advertised number of hops to the sink), and that
the size of the RTS, CTS, and data packets are 20, 14, and
1500 Bytes, respectively, as in broadcasting. Using similar
assumptions, a tree building frame is 29.52 ms, and a con-
vergecast frame is approximately 1.46 s.

In Fig. 14a, we plot the time it takes to build a converge-
casting tree for each network size. Using our estimate of 1
frame = 29.5 ms, it takes less than 177 ms to build a tree
for a given sink. For the N > 200 node networks, the esti-
mated delay is less than 90 ms. In Fig. 14b, we plot the time
it takes to gather messages from m = 5 and m = 10 source
nodes over an established tree. The total delay for a con-
vergecast is obtained by adding the tree building delay
from Fig. 14a and convergecast delay from Fig. 14b. As
indicated in our theoretical results [2], the time to com-
plete convergecast depends both on the number of mes-
sages and the number of nodes.

In Figs. 14c and d, we compare the use of data messages
and control messages, counting RTS, CTS, and ROUTE mes-
sages separately for the tree building and gathering phases.
While the number of data message forwards appears to be
relatively constant for each value of m, the number of tree
building control messages increases roughly linearly with
N and is nearly the same for both values of m. This is be-
cause tree building involves all nodes in the network and
does not depend on m. On the other hand, the control mes-
sage overhead for convergecasting is largely independent
of the number of nodes N. Furthermore, the number of
times we forward the larger data message toward the sink
is limited—it depends mostly on the distance from source
to sink [2].

We note that the overhead (time and data messages
sent) to gather messages from m = 10 sources is signifi-
cantly less than double the time to gather messages from
m =5 sources. This is very likely due to the fact that we
are sampling the source-destination distance non-uni-
formly by choosing a new sink node and m new source
nodes uniformly at random for each convergecast
operation.

The data forwarding operations are further broken
down in Figs. 14e and f, which show the types of nodes
responsible for forwarding convergecast messages. We
note that since the gathering tree is built using only the
backbone nodes, inactive nodes will always have a back-
bone node as a parent in the tree. This effectively limits
the number of data transmissions by inactive nodes to only
the first hop of convergecasting. We also note that each
node involved in the convergecast transmits a given data
message only once.

5. Conclusion

We have evaluated the actual performance of recently
proposed physical carrier sensing based backbone
(spanner) construction algorithms [1] and broadcast/con-
vergecast algorithms [2] for ad hoc networks through sim-
ulations for typical network scenarios; only asymptotic
performance bounds existed previously. We have found
that through judiciously adjusting the carrier sense thresh-

old used in physical carrier sensing, our algorithms are able
to accommodate interference ranges larger than transmis-
sion ranges, packet collisions at the MAC layer, and nodes
without any prior knowledge of neighbors while achieving
good network layer performance. Our algorithms achieve
this performance by exchanging typically over 75% of the
messages required for the overlay construction through
physical carrier sensing. Physical carrier sensing is exten-
sively exploited to quickly (in about 2.4 s in a typical 300
node network) find leader nodes that can reach all nodes
with non-interfering transmission rounds. The exchange
of detailed node address information for linking the leader
nodes into a backbone network is the most demanding
part of the backbone construction (requiring close to 47 s
in a typical 300 node network) but is significantly facili-
tated by the non-interfering transmission rounds; less than
35% of the information bits for backbone formation are
transmitted in packets that are vulnerable to collisions.

While the constructed backbones are relatively dense,
e.g., the backbone contains up to 80% of the nodes in the
300 node network and close to 50% of the nodes in the
900 node network, the backbones are very robust, remain-
ing functional when roughly half of the backbone nodes in
the 300 node network and close to two thirds of the back-
bone nodes in the 900 node network fail. For the 900 node
network, our broadcast mechanism uses less than about
half of the backbone nodes, i.e., less than about one quarter
of the network nodes, to deliver a 1500 Bytes broadcast
message with 1 Mb/s transmission rate within approxi-
mately 8.8 s to all network nodes. Our convergecast mech-
anisms deliver data messages from 10 source nodes
towards a common sink by transmitting the data messages
through less than 10% of the nodes in a network with 500
or more nodes.

Directions for future work include evaluating the active
resilience of the spanner in the context of mobile ad hoc
networks as well as developing routing and route mainte-
nance algorithms exploiting the physical carrier sensing
with adjustment of the carrier sensing threshold.
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