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Call Admission for Prerecorded
Sources with Packet Loss
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Abstract—We develop call admission policies for statistically
multiplexing prerecorded sources over a bufferless transmission
link. Our model is appropriate for video on demand, as well
as other on-demand multimedia applications. In particular, we
allow users to specify when the sources begin transmission; we
also allow the user to invoke VCR actions such as pause and
temporal jumps. We suppose that the quality of service (QoS)
requirement allows for a small amount of packet loss.

We develop a stochastic model which captures the random
phases of the sources. We then apply large deviation theory
to our model to develop global admission rules. The accuracy
of the large deviation approximation is verified with simulation
experiments employing importance sampling techniques. We also
propose a refined admission rule which combines the global test
and a myopic test. Numerical results are presented for theStar
Wars trace; we find that the statistical multiplexing gain is poten-
tially high and often insensitive to the QoS parameter. Finally, we
develop efficient schemes for the real-time implementation of our
global test. In particular, we demonstrate that the Taylor series
expansion of the logarithmic moment generating function of the
frame size distribution allows for fast and accurate admission
decisions.

Index Terms—Call admission, packetized video, prerecorded
sources, video on demand.

I. INTRODUCTION

I N recent years, there has been an explosion of research in
packetized variable bit-rate (VBR) video, with the great

majority of the work addressinglive video such as video-
conference and the broadcast of a sporting event. While
this research on live video certainly merits the attention
it has received, much (if not the majority) of the video
carried on high-speed packet-switched networks will emanate
from prerecorded sources. These sources include full-length
movies, music video clips, and educational material. From the
perspective of the transport network, prerecorded VBR video
sources are fundamentally different from live video sources:
for live video, the exact dynamics of the VBR traffic are
unknown; for prerecorded sources, the amount of traffic in
each frame is known before the frames are transmitted into
the network.

In this paper, we develop call-admission policies for statisti-
cally multiplexing prerecorded sources over a single transmis-
sion link. Our model is appropriate for video on demand (VoD)
as well as other multimedia and on-demand applications.
However, to fix ideas, we will assume that all sources are video
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sources. We suppose that the transmission link is bufferless,
so that packet loss occurs whenever the sum of the traffic
rates, over the videos in progress, is greater than the link
rate. We permit the users to begin the videos at random
independent times; we also permit the users to pause and force
temporal jumps (rewind and fast forward). We refer to pause
and temporal jumps as VCR features.

We shall consider two quality of service (QoS) require-
ments. To define these QoS requirements, letbe a fixed
positive number, where a typical value ofis 10 The first
QoS requirement is that the expected fraction of time during
which cell loss occurs must be less thanThe second QoS
requirement is that the expected fraction of bits lost must be
less than

An ideal admission policywill accept a new video connec-
tion if and only if the QoS requirement will continue to hold
with the additional connection. For live video, one is typically
forced to employ a conservative admission policy since one
never knows with certainty the type of traffic the live videos
will generate. In this paper, we show how to construct an
ideal admission policy for prerecorded video which can be
efficiently implemented in real time.

Recently, several research groups have proposed schemes
for the losslessmultiplexing of prerecorded traffic. McManus
and Ross [15]–[17], Kesidis and Hung [9], and Salehiet
al. [21] have proposed schemes which use receiver memory
and preplay delay. The principal feature of these schemes is
that they produce high link utilizations, thereby reducing the
network transport cost. But these schemes also require a more
expensive receiver (due to the additional receiver memory)
and are not easily amenable to temporal jumps. Knightly
et al. [11], Knightly and Zhang [12], [13], and Liebeherr
[3], [14] also propose schemes for lossless multiplexing for
prerecorded sources; their approach is to place a buffer before
the transmission link and admit new connections as long as
the buffer is guaranteed to never overflow. It is shown in
McManus and Ross [16] that unless the link buffer is large
(implying a large playback delay), this last set of schemes
give low link utilizations when the traffic is highly variable
(such as in action movies).

Elwalid et al. [2] study admission control policies for
statistically multiplexing VBR sources over a single buffered
link; they assume the traffic is leaky-bucket controlled and
organized in classes. The class structure is not appropriate for
VoD systems supporting a large number of videos; moreover,
leaky buckets provide a loose bound on video traffic, and result
in pessimistic admission decisions.
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When a video experiences a VCR action, its phase alignment
changes with respect to the other videos being transmitted over
the link. In Section II, we develop a novel stochastic model
for prerecorded traffic with random phases, a model which
captures the random occurrences of VCR actions in the videos.
In Section III, we apply the central limit theorem and large
deviation theory to our stochastic model to develop connection
admission rules. These rules admit new connections only if it
is highly likely that the QoS requirements will be satisfied
for the duration of the video, even if the videos experience
VCR actions. We refer to these admission rules asglobal
rules since they account for the long-term expected behavior
of the video traffic. In Section IV, we present the result of
our numerical experiments with an MPEG encoding ofStar
Wars. We first develop an importance sampling heuristic for
estimating cell loss with Monte Carlo simulation. We then
show that one of our approximations is extremely accurate, and
therefore leads to an ideal admission policy. We also find the
statistical multiplexing gain to be high, especially when each
video is smoothed over each of its group of pictures (GOP’s).
A brute force implementation of our ideal admission policy
can be computationally prohibitive. In Section V, we describe
two modifications which significantly reduce the amount of
on-line computation that is needed for admission control. In
Section VI, we introduce a refinement of our admission control
procedure which takes both a global and myopic view of the
traffic offered to the link. This policy admits a new connection
only if: 1) there will be negligible cell loss in (say) the minute
following call admission, assuming that no VCR actions occur;
and 2) the QoS requirements are likely to be met over a
long period of time (say, an hour). We find that an additional
myopic test does not significantly reduce link utilization. We
summarize our findings in Section VII.

II. M ODELING PRERECORDEDTRAFFIC

WITH RANDOM PHASE SHIFTS

As mentioned in Section I, we assume that each video can
experience VCR actions. We model these interactive features
by associating with each video in progress an independent and
random phase shift. We begin with some notation.

Consider video streams multiplexed over a bufferless link
with transmission rate bits/s; see Fig. 1. For simplicity,
assume that each video hasframes and has a frame rate of

frames/s. Let be the number of bits in theth encoded
frame of the th video. Because we suppose that
all videos are prerecorded, the sequence
for the th video is a known sequence of integers. We shall
find it convenient to extend the definition of this sequence for

ranging from to as follows:

where

for

Thus, the infinite sequence is created by repeating the video
trace over and over again.

Fig. 1. Prerecorded videos multiplexed over a link of capacityC bits/s.
Throughout, we assume that the switch and the connections to the receivers
introduce no delay.

To model the random start times and the VCR actions, we
assign to the th video, the random phase
We suppose that the ’s, are independent, and
that each is uniformly distributed over (We
choose a uniform distribution to fix ideas; however, the theory
can be developed with an arbitrary distribution.) Our model
supposes that the amount of traffic generated by theth video
at frame time is

Therefore, for a given phase profile the total
amount of traffic generated by thevideos at frame time is

This completes our formal definition of the traffic model.
Henceforth, we write and for and
respectively.

Having defined the traffic model, we now highlight
some of its implications. First, note that for each fixed

are independent random variables.
Second, note that the probability mass function for

can be calculated directly from the known trace
as follows:

(1)

where we define

Observe, in particular, that the distribution of does not
depend on We tacitly assume here that VCR actions do
not change the frame size distribution, that is, we assume that
viewers do not invoke VCR actions to see more high-action
scenes.

A. Quality of Service Measures

Over the period of time during which a video is in progress,
the video will see a variety of different phase profiles

with respect to the other videos in progress. For
each phase profile, there will be a fraction of frame periods
during which the traffic rate exceeds the link rate and cell
loss occurs. By taking the expectation over all possible phase
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profiles, we obtain the expected fraction of frame periods
during which cell loss occurs. We are therefore motivated to
define by

Note that for all

and that for all

(2)

In the subsequent sections, we will find it convenient to work
with the expression (2) for

Because is the sum of independent random vari-
ables, the probability in (2) can be calculated by convolution.
However, convolution often leads to numerical problems, and
its computational complexity may not be suitable for real-
time admission control. For these reasons, we shall explore
approximations and bounds for in the next
section.

We shall also study the QoS measure where

(3)

From the fact

it follows that

These two last expressions evoke an average—over all possi-
ble phase profiles—of the fraction of information (bits) lost.

To simplify notation, we henceforth write for and
write for Also, let

III. B OUNDING AND APPROXIMATING QoS MEASURES

In this section, we develop a central limit and large deviation
approximation for and

A. Central Limit Approximation

For the th video, the average number of bits in a frame is

and the sample variance is

By the central limit theorem [1, p. 310], is approximately
a normal random variable with mean and variance

Throughout the remainder of this subsection, we assume that
the approximation is exact, that is, we assume that

With the established traffic model, the expected fraction of
time that there is cell loss may now be
easily computed from the tail of the normal distribution. Given
a specific QoS requirement where is a small
number such as the QoS requirement is met
if and only if

(4)

where denotes the well-known complementary error
function defined as

Using this admission rule (4), whenever a new video
requests establishment, we update and

(It is natural to assume that and
have been calculated off line.) We then admit the new

video if and only if (4) is met.
Now, suppose that the QoS requirement is

imposed. Given the normal distribution of the amount of
traffic that arrives during a specific frame period,

can be calculated by noting that

where

and furthermore, Some straightforward calculus
shows that the QoS requirement is met if and only if
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B. Large Deviation Bound and Approximation

For small tail probabilities, the central limit approximation
can underestimate the loss probability (see numerical results
in Section IV). In this subsection, we provide an upper bound
for and large deviation approximations for and

To this end, for any random variable, let

Note that is the logarithm of the moment generating
function for

For any random variable and constant the Chernoff
bound gives an upper bound for (see Hui [8], [7],
Kelly [10], Mitra et al. [2], and Roberts [20, p. 109]). Applying
the Chernoff bound to , we obtain

(5)

where is the unique solution to

(6)

Note that

Given a specific QoS requirement the Chernoff
bound gives the admission control condition

(7)

Using (7), the admission control mechanism operates as fol-
lows. The logarithmic generating functions are first
calculated off line for all videos. Now, suppose a new video

requests establishment. We update
and then find the that satisfies (6). Finally, we

admit the video if and only if (7) is satisfied. We remark that
Grossglauseret al. [5] have recently proposed a large deviation
approximation for In their scheme, the prerecorded
traffic is first smoothed into piecewise constant rates. For
each change in the constant rate, they propose a renegotiation
of network bandwidth. Their “probability of renegotiation
failure” is similar to

The bound given by (5) can be converted to an accurate
approximation by applying the theory of large deviations (see
Hui [8, p. 202], Hsu and Walrand [6], and Roberts [20, p. 109])

The large deviation (LD) approximation gives the following
admission control condition:

(8)

There is also a large deviation approximation for (see
Roberts [20, p. 154]):

TABLE I
STATISTICS OF Star WarsTRACE

Thus, the large deviation approximation gives the following
admission control criterion:

(9)

IV. NUMERICAL RESULTS FOR THEStar WarsTRACE

In order to evaluate the admission control conditions intro-
duced in the previous section, we conducted some numerical
experiments with the MPEG-IStar Wars bandwidth trace,
available via anonymous FTP from Bellcore [4]. The trace
gives the number of bits in each video frame. In our experi-
ments, all of the videos use theStar Warstrace, but each
video has its own random phase. The movie was compressed
with the group of pictures (GOP) patternIBBPBBPBBPBB(12
frames) at a frame rate frames/s. The trace has a total
number of frames, which corresponds to a run
time of approximately 2 h. Some salient statistical properties
of the Star Warstrace are given in Table I. We consider a
single bufferless ATM node with transmission rate
Mbit/s. (At the end of this section, we also consider
Mbits/s.) We furthermore assume that all 48 bytes of the ATM
cell payload are used to transport the video frames.

In order to validate the approximation described in
Section III, we ran simulation experiments using theStar
Wars trace. In the simulation algorithms described below, we
focus on the criterion; the algorithms for are
similar. Based on our assumption of uniformly distributed
phases (see Section II), there are two different simulation
approaches possible.

One approach works as follows. For a fixed number of
connections draw the phases from a
discrete uniform distribution over (denote this
distribution by DU[0, and check whether loss occurs
for this phase profile, that is, check whether
Repeat this procedure many times in order to obtain an
estimate for the fraction of phase profiles that have loss, that
is, for

An alternative approach proceeds as follows. Draw the start
phases and then simulate
the transmission of the entireStar Warstrace and count the
number of frames with loss (see Fig. 2 for the details of this
algorithm). In this algorithm, we wrap the trace around when
the index extends beyond the end of the trace, that is, for

, we replace by
We used the second approach in our simulation experiments

since it gives tighter confidence intervals than the first ap-
proach for the same amount of CPU time. The first approach
is computationally more expensive because it requires a new
set of random phases for each simulated frame time, while the
second approach allows us to use the same set of random
phases for frame times. Note that there is a statistical
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Fig. 2. Simulation algorithm forP time

loss
:

TABLE II
SIMULATION RESULTS FORJ UNSMOOTHED Star Wars

CONNECTIONS WITHOUT AND WITH IMPORTANCE SAMPLING

difference between the two approaches. In the first approach,
every simulated frame period constitutes an independent trial;
in the second approach, on the other hand, the simulated
transmission of the entire trace is an independent trial since
the frame sizes are correlated within the video trace. This fact
has to be accounted for when computing the sample variance
(see Fig. 2, line 12).

In Table II (column no IS), we give the sample mean and
90% confidence intervals for for the unsmoothedStar
Wars trace. In this experiment, we ran replications
for a total of simulated frame
periods. We note that the half lengths of the confidence
intervals are larger than the sample means; this implies that
the lower end of the confidence interval for is zero, as
subtracting the half length from the sample mean would result
in negative probabilities. This phenomenon is a consequence
of the simulation of rare loss events; tightening the confidence
intervals further without employing variance reduction tech-
niques, such as importance sampling (discussed below), would
require immense computational resources. Each of the four
simulation results in the no IS column in Table II took about
two days on a SPARCstation 2.

Table III shows the results obtained after smoothing the
Star Warstrace over each group of pictures (GOP’s). In this
experiment we ran replications for a total of

simulated GOP’s. We observe
that the simulation of 29 10 GOP’s gives confidence
intervals that are significantly tighter than those obtained
for the unsmoothed trace, even though the simulation for
the unsmoothed trace required three times the computational
effort. This seems to indicate that the GOP smoothed trace is
more amenable to simulation experiments.

Importance Sampling:In order to obtain better estimates
for particularly for the unsmoothed trace, and to

TABLE III
SIMULATION RESULTS FORJ GOP-SMOOTHED Star Wars

CONNECTIONS WITHOUT AND WITH IMPORTANCE SAMPLING

reduce the simulation time, we apply importance sampling
(IS) techniques to our problem. The basic idea of IS is to
draw the random phases from a distribution

that leads to more frequent losses
than the discrete unform distribution used in the experiments
described above. Let denote this discrete
uniform distribution. Since we use theStar Warstrace for all
video streams, we use the same distribution for all videos, and
write henceforth and for and
The fraction of frame periods for which there is cell loss is
given by

where

The Monte Carlo estimate for is given by

where the samples are all drawn from
for With IS for each , we use a new set of
random phases (the ’s). Recall that without IS, we use the
same set of phases for any entire simulated trace.

The challenge of the IS approach lies in finding the dis-
tribution that gives small variances for For the
GOP-smoothed trace, we obtained the IS results in Table III
for with

Here, is the size of the th GOP, that is,
and denotes the number of frames per

GOP. Each simulation result took about 1 h, roughly 20 times
faster than the corresponding simulation without IS. Note this
choice of favors larger frames [as compared with
This will cause to be strictly positive more
frequently; but when is strictly positive, it will
not be excessively large since its denominator is likely large.
Thus, the sampling function causes the output stream of

to be less variable, thereby giving a tighter confidence
interval.
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Fig. 3. Comparison of approximations and simulation (unsmoothed,P
time

loss
criterion).

We found that the discrete empirical distribution

works well for the unsmoothedStar Warstrace. The square
root in dampens the tendency to draw only large frames.
Given the large ratio of peak-to-mean frame size (see Fig. 1),
the distribution would misrepresent
the trace. A small number of excessively large frames would
dominate the simulation, while the large number of small
frames would be ignored. The chosen distribution, however,
still encourages large values for the ’s and leads to more
frequent losses; the in the denominator of the expression
for compensates for this effect. The IS results displayed
in Table II were obtained for note that IS has
significantly reduced the width of the confidence intervals.
Each of the four simulation results took approximately 2 h
on a SPARCstation 2.

Approximations and Bounds:In Fig. 3, we compare the
results from IS, the normal approximation, the LD approxima-
tion, and the Chernoff bound. The figure shows the number of
Star Warsconnections allowed for by the condition
as the QoS parametervaries. The calculations are based on
the unsmoothedStar Warstrace, that is, each frame is trans-
mitted in its assigned interval of length The diamonds
represent the sample mean resulting from IS. We ran

replications for each
For a fixed number of connections the crosses and boxes
indicate the lower and upper ends of the 90% confidence
interval for The curve labeled “normal approximation”

is calculated using the admission control condition (4). Given
that the simulation represents the actual loss probabilities, the
normal approximation is an optimistic admission policy. The
curves labeled “Chernoff bound” and “LD approximation”
are computed using conditions (7) and (8), respectively. The
Chernoff bound appears to be a conservative admission control
policy as it lies about ten connections below the boxes
representing the upper end of the 90% confidence interval for

The LD approximation appears to be the appropriate
tool for admission control for prerecorded VBR video as it
almost coincides with the sample means from the simulation.
We will henceforth focus on the LD approximation in our
analysis.

In Fig. 4, we investigate the effect of smoothing the trace
over a GOP. The curves were obtained by using the
criterion (8). The “unsmoothed curves” already appeared in
Fig. 3, and are replicated here for comparison purposes. The
GOP curves were calculated by first smoothing theStar
Wars trace over each GOP (12 frames). The figure reveals
that smoothing over the GOP increases the admission region
substantially, resulting in higher network utilization for a given
QoS requirement. For a QoS parameter for example,
smoothing over the GOP increases the number of admissi-
ble connections by approximately 24%. This corresponds to
an increase in the average link utilization (defined as the
number of admissible connections from 73% for the
unsmoothed trace to 90% for the GOP smoothed trace. We also
observe from Fig. 4 that the number of allowed connections is
nearly constant with respect to the QoS requirement for GOP
smoothing. Peak rate admission allows for 31 unsmoothedStar
Warsconnections, giving an average link utilization of 8.3%.
After smoothing theStar Warstrace over the GOP, a peak
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Fig. 4. Effect of GOP smoothing on the number of admissible connections as a function ofP
time

loss
:

rate admission policy would allow for 74 connections, which
results in an average link utilization of 20%. Average-rate
admission permits 374 connections

In Fig. 5, we compare the criteria and We
notice that the criterion allows for slightly more connec-
tions. For for example, the number of admissible
unsmoothedStar Warsconnections is increased by approxi-
mately 6%, while the number of GOP-smoothed connections
is 2.4% higher. This observation can be intuitively explained
by noting that only the fraction of cells is lost during
periods of overload. While the criterion is based on the
long run fraction of time there is cell loss, the criterion
accounts for the fact that not all cells are lost during overload.

A. Numerical Experiments for 45 Mbits/s Link

In order to investigate the effect of network bandwidth on
our results, in particular on the accuracy of the LD approx-
imation, we chose to replicate the experiments described in
the previous section for an ATM link with bandwidth
Mbit/s. As in the previous experiments, we use the MPEG 1
encodedStar Warstrace, and assume that all 48 bytes of the
ATM cell payload are used to transport the frames.

In Fig. 6, we depict the results from IS simulation, normal
approximation, Chernoff bound, and LD approximation for
the unsmoothedStar Warstrace for Mbits/s. As in
the experiment for Mbits/s (see Fig. 3), we set
the parameter of the IS simulation to 2 10 Notice that
the IS heuristic introduced in the previous section gives even
tight confidence intervals for Mbits/s. The simulation
also verifies that the LD approximation remains accurate when
fewer connections are multiplexed.

Fig. 7 shows the effect of smoothing the trace over each
GOP. We also plot the number of admissible connections
when theStar Warstrace is smoothed over three GOP’s. Note
that the additional smoothing hardly increases the admission
region. We also see, as in the case of Mbits/s (see
Fig. 4), that smoothing over one GOP increases the number of
admissible connections substantially. For the QoS parameter

for instance, the number of admissible connections
is increased by about 54%.

Note that the link utilizations are not as high as for the 155
Mbits/s link. The QoS requirement permits
57 unsmoothedStar Wars connections, which corresponds
to a link utilization of approximately 53% (we had 73%
for Mbits/s). For the same QoS requirement, 88
GOP smoothed connections are allowed, resulting in a link
utilization of about 81% (90% for Mbits/s). As in
the case of Mbits/s, we see that the number of
admissible GOP-smoothed connections is almost insensitive
to the QoS parameter.

V. EFFICIENT CALCULATION OF

ADMISSION CONTROL DECISIONS

In this section, we address the real-time implementation of
the proposed admission control tests. The criterion derived for
the normal approximation (4) can be readily tested in real
time (assuming that ’s and ’s have been calculated
off line for all videos).

The conditions resulting from the Chernoff bound and LD
approximation, however, require more computational effort.
Recall from Section II-C that these conditions are based on

the logarithmic generating function of the total amount
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Fig. 5. Comparison ofP time

loss
and P info

loss
criteria.

Fig. 6. Comparison of approximations and simulation forC = 45 Mbits/s as a function ofP time

loss
:

of traffic arriving from all active video streams in one frame
period. With (1), this function can be explicitly written as

(10)

where and denote the smallest and largest frame
size, respectively. We assume for simplicity that and

are identical for all videos. We furthermore assume that
the histogram of the frame sizes has been computed off
line for all videos.
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Fig. 7. Effect of smoothing over one GOP or three GOP’s on the number of admissible connections as a function ofP
time

loss
:

Now, suppose that a new video requests connection
establishment. The admission control will proceed as follows.
First, find the that satisfies This
can best be done with Newton’s method [18] starting from the

of the last admission test. The new connection is accepted
if and only if (9) is satisfied. This procedure can require an
excessive amount of CPU time for real-time implementation.
For this reason, we now investigate computational procedures
for accelerating the run time. (We note that such procedures are
not needed for the scheme of Grossglauseret al. [5] because
their scheme employs a relatively small number of rates.)

Considerable speed-up of the described computation can be
achieved by reducing the resolution of the histogram So
far, our calculations are based on computed according
to (1) for where the step size for is 1
bit. In order to reduce the resolution, we may compute the
histogram as

binsize

for binsize

Collecting the frames into bins in this fashion ensures that
the probability of cell loss is an increasing function of the
bin size, and hence leads to conservative admission decisions.
Fig. 8 shows the number of admissibleStar Warsconnections
computed with varying resolutions (binsizes) for theStar Wars
histogram. Table IV gives the typical CPU times required for
an admission test. All computations are performed on a Sun
SPARCstation 2. The graph shows that increasing the binsize
to one ATM cell (384 bits) reduces the number of admissible

TABLE IV
CPU TIMES FOR ADMISSION TESTS BASED

ON HISTOGRAM WITH VARYING RESOLUTION

connections by approximately 1.1% while reducing the CPU
time by a factor of about 370.

We mention that a quick approximate test can be performed
in the following fashion. Store and of the previous
admission test, compute only on line without
changing (takes approximately 1.4 s for a histogram with
resolution of 1 bit, 3.7 ms for a resolution of one cell), and
check if (9) holds. If the new connection is accepted, update
and while the new video is being transmitted. Note that
updates must also be done when a connection terminates. This
procedure is motivated by the fact thattypically varies only
slightly when adding a new connection. Furthermore, using a
suboptimal leads to conservative acceptance decisions since
the expression in the exponent of the Chernoff bound (5),
which dominates the LD approximation, is strictly convex [2,
p. 1119]. We refer to this procedure as theon-line procedure.

The admission control algorithms discussed so far compute
the logarithmic generating function directly from the
histogram of the frame sizes. As an alternative, we apply
an idea of Hui [8, p. 206] to our problem at hand: we
expand the logarithmic generating function in a Taylor series,
and base the acceptance decision on precomputed coefficients
representing the videos. To this end, we first note that the
moment generating function of theth video may easily be
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Fig. 8. Number of connections with varying resolution of the histogram as a function ofP
time

loss
:

developed into a Taylor series

where

We note that the frame sizes(as well as the link capacity in
the conditions of Section III-B) should be scaled to improve
the convergence of the admission region obtained from the
series approximation to the admission region computed di-
rectly from the histogram. We achieved rapid convergence (see
Fig. 10) with a scale factor of 60 cells for the unsmoothed
Star Warstrace. This factor is somewhat higher than the
average frame size of theStar Warsvideo, and ensures that

Without this scaling, the in the expression for
can easily lead to huge values; we conjecture that the

common scale factor used for admission control should be
larger than the largest of all videos available on the
video server.

In a second step, we may compute the series expansion of
the logarithmic moment generating function

(11)

where the coefficients are given by (see Hui [8, p. 206])

The coefficients for theStar Warsvideo, computed with a scale
factor of 60 cells, are depicted in Fig. 9. Our experiments seem
to indicate that a relative small number of coefficients in
(11) approximates the logarithmic moment-generating function
with sufficient accuracy for the purpose of admission control.
Fig. 10 shows the number of admissibleStar Warsconnections
computed from the series expansion of with different
The figure shows that the admission region obtained from
the series approach converges rather quickly to the admission
region calculated with the direct approach. For , both
curves are almost indistinguishable. This seems to indicate
that videos can be characterized by a set of coefficients

These coefficients can be computed
off line and stored with the actual video. Given these video
descriptors, the admission control tests of Section III-B can
now be conducted very efficiently by noting that

where

This method avoids the expensive computation of the sum of
exponentials in the direct approach (10), and is furthermore
independent of the number of videos already in progress.
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Fig. 9. ck coefficients for Star Wars video.

Fig. 10. Effect of the number of coefficients in Taylor series approximation as a function ofP
time

loss
:

If a new video requests connection establishment, we

first update and find the

that satisfies starting Newton’s method with the

found in the last admission test. Finally, we admit the new

connection if and only if (9) is satisfied. This admission test

takes approximately 21 ms for and is hence viable for

real-time admission control.

Owing to the results in this section, we believe that there

are two options for real-time admission control employing the

LD approximation: 1) the on-line procedure discussed earlier,
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and 2) the test based on the precomputed coefficients as
we just described. We acknowledge that it would be desirable
to support these conclusions with additional experiments using
other video traces as well as heterogeneous mixes of traces.
Unfortunately, there is currently a lack of publicly available
traces that give a correct representation of the bandwidth
requirements of MPEG-compressed videos.

VI. A REFINED ADMISSION CONTROL PROCEDURE

We begin this section by supposing that VCR control (pause,
rewind, fast forward) is no longer permitted. We do suppose,
however, that the various videos begin playback at different
times. For define as in Section II. But
now define for all

Suppose that, during frame time, there are videos
in progress, with the th video having trace

Suppose, during frame time frame of video
is transmitted. Now, consider admitting a new video

(with trace which is
to begin transmission in frame time With this new video,
the amount of offered traffic at frame time is

An admission rule which guarantees no loss for the duration
of the new video is

(12)

where An admission rule which permits loss for
a fraction of frame periods is

(13)

Similarly, one can easily define admission rules which permit
a fraction of bit loss (analogous to

Now, let us once again suppose that VCR features are
permitted. The theory developed in Section II takes a global
view on the phase profiles: it essentially assumes that, over
the course of a video, there will be many phase profiles. An
admission control procedure that takes a more myopic view to
call admission is one akin to rule (12), but over fewer frame
periods, e.g.,

(14)

where the ’s are the current phases at the call admission
time and

We can define an appealing admission rule by combining
one of the global tests in Section III with the test (14) (or with
a test similar to (14), such as a test permitting some cell loss).
For a given QoS parameter such a combined test admits
fewer connections than the isolated global test. However, this

Fig. 11. Simulation algorithm for combined admission test.

combined test guards against the possibility of excessive cell
loss due to unusual phase profiles at call admission.

We conducted simulation experiments with the GOP-
smoothedStar Wars trace to evaluate the combination of
global and myopic admission test. Fig. 11 presents the
employed simulation algorithm for the combination of any
of the global tests of Section III and the myopic test (14).
(An admission rule involving a test that is akin to (14), but
allows for some loss, can be simulated in a similar fashion.)
We first fix the number of connections allowed by the
global admission test for a specific QoS parameterWe
then simulate the transmission of consecutive GOP’s
of videos, where each video has an independent starting
phase that is drawn from a discrete uniform distribution over

where denotes the number of frames per
group of pictures (GOP). Starting from the number of
connections allowed by a peak rate admission scheme, we
increase the number of video streamsuntil we experience
loss during the transmission of the GOP’s or hit the limit
given by the global admission test. We thus find the maximum
number of connections allowed by the combined admission
test. We run replications to find a confidence interval for
the expected maximum number of connections.

Fig. 12 shows the number ofStar Warsconnections admit-
ted by the combination of the LD approximation for (9)
and the myopic test (14) as the parametervaries. The latter
criterion ensures that there is no loss during the transmission of

GOP’s following the admission of a new video connection,
provided none of the videos experiences VCR actions. For
this simulation run, we fixed for the condition (9),
this gives GOP smoothedStar Warsconnections for
the global test (see Fig. 5). We ran replications for

Note that GOP’s correspond to
real-time seconds.Star Warshas a total number of 14 511

GOP’s. We see from the figure that the confidence intervals for
the expected number of connections admitted by the combined
test are centered only slightly below the limit of 357
connections. This shows that, even for large values of
the myopic test (14) has little impact on admission control,
implying that the global admission test will typically not lead
to large losses.
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Fig. 12. Combined admission test [LD approximation forP info

loss
and (14)] for varyingM:

VII. CONCLUSION

In this paper, we have developed rules for admitting pre-
recorded sources to an unbuffered link. We have considered
two QoS requirements: the first requires that the fraction
of frame periods during which loss occurs be less than a
given the second requires that the fraction of cells lost
be less than We have presented several approximations
for loss for prerecorded traffic, and for theStar Warstrace,
we have found that the large deviations approximation is
quite accurate. Our numerical results have also shown, for
multiple copies ofStar Wars, that it is possible to get a
high degree of statistical multiplexing, particularly when each
trace is smoothed over its GOP’s. We also observed that the
number of allowed connections is often insensitive to the
cell-loss requirement We then explored efficient on-line
calculation of admission control decisions, and indicated two
procedures which appear promising. Finally, we refined the
global admission test in order to guard against the possibility
of excessive cell loss due to unusual phase profiles at call
admission.

There are several avenues for further research.

1) Perform more computational tests with mixtures of
movies once more traces become available.

2) Investigate the character of human VCR actions, and
determine whether they significantly change the frame
size distributions

3) Determine whether performance significantly improves
by including small buffers at the receivers. In this case,
it is possible to prefetch frames when spare bandwidth
is available [19].
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