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Call Admission for Prerecorded
Sources with Packet Loss

Martin Reisslein and Keith W. RosSenior Member, IEEE

Abstract—We develop call admission policies for statistically sources. We suppose that the transmission link is bufferless,
multiplexing prerecorded sources over a bufferless transmission so that packet loss occurs whenever the sum of the traffic
link. Our model is appropriate for video on demand, as well - oi0q gyer the videos in progress, is greater than the link
as other on-demand multimedia applications. In particular, we . ; .
allow users to specify when the sources begin transmission; we'ate. We permit the users to begin the videos at random
also allow the user to invoke VCR actions such as pause andindependent times; we also permit the users to pause and force
temporal jumps. We suppose that the quality of service (QoS) temporal jumps (rewind and fast forward). We refer to pause
requirement allows for a small amount of packet loss. and temporal jumps as VCR features.

We develop a stochastic model which captures the random We shall consider two quality of service 0S) require-
phases of the sources. We then apply large deviation theory q y (QoS) req

to our model to develop global admission rules. The accuracy Ments. To define these QoS requirements,cldte a fixed
of the large deviation approximation is verified with simulation  positive number, where a typical value ofs 10~°, The first

experiments employing importance sampling techniques. We also QoS requirement is that the expected fraction of time during
propose a refined admission rule which combines the global test which cell loss occurs must be less thariThe second QoS

and a myopic test. Numerical results are presented for theStar . . . .
Warstrace; we find that the statistical multiplexing gain is poten- €quirement is that the expected fraction of bits lost must be

tially high and often insensitive to the QoS parameter. Finally, we less thane.
develop efficient schemes for the real-time implementation of our  An ideal admission policyill accept a new video connec-
g!?b;:l;i%?wt.olfntr?:rltci)cﬂﬁiﬁ|\1,1vi?: ‘iqeénrﬁ:ﬁt”aéeng‘:tti;hefuaﬁ:g; Soefriﬁz tion if and only if the QoS requirement will continue to hold
fra[r)ne size distribut?on allows for fastgand acc%rate admission with the additional Connectlon..For Ilve.V|Qeo, ong IS typlcally
decisions. forced to employ a conservative admission policy since one
never knows with certainty the type of traffic the live videos
will generate. In this paper, we show how to construct an
ideal admission policy for prerecorded video which can be
efficiently implemented in real time.
. INTRODUCTION Recently, several research groups have proposed schemes

N recent years, there has been an explosion of researcidhthe losslessmultiplexing of prerecorded traffic. McManus

packetized variable bit-rate (VBR) video, with the greaand Ross [15]-{17], Kesidis and Hung [9], and Salehi
majority of the work addressindjve video such as video- al. [21] have proposed schemes which use receiver memory
conference and the broadcast of a sporting event. Whilad preplay delay. The principal feature of these schemes is
this research on live video certainly merits the attentiathat they produce high link utilizations, thereby reducing the
it has received, much (if not the majority) of the videmetwork transport cost. But these schemes also require a more
carried on high-speed packet-switched networks will emanatepensive receiver (due to the additional receiver memory)
from prerecorded sourcesThese sources include full-lengthand are not easily amenable to temporal jumps. Knightly
movies, music video clips, and educational material. From te¢ al. [11], Knightly and Zhang [12], [13], and Liebeherr
perspective of the transport network, prerecorded VBR vid¢8), [14] also propose schemes for lossless multiplexing for
sources are fundamentally different from live video sourcegterecorded sources; their approach is to place a buffer before
for live video, the exact dynamics of the VBR traffic arghe transmission link and admit new connections as long as
unknown; for prerecorded sources, the amount of traffic the buffer is guaranteed to never overflow. It is shown in
each frame is known before the frames are transmitted inicManus and Ross [16] that unless the link buffer is large
the network. (implying a large playback delay), this last set of schemes

In this paper, we develop call-admission policies for statistive low link utilizations when the traffic is highly variable
cally multiplexing prerecorded sources over a single transmigych as in action movies).
sion link. Our model is appropriate for video on demand (VoD) Ejwalid et al. [2] study admission control policies for
as well as other multimedia and on-demand applicationggtistically multiplexing VBR sources over a single buffered
However, to fix ideas, we will assume that all sources are Vidﬁﬁk; they assume the traffic is leaky-bucket controlled and
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When a video experiences a VCR action, its phase alignment )
changes with respect to the other videos being transmitted over @ recerver
the link. In Section I, we develop a novel stochastic model .
for prerecorded traffic with random phases, a model which .
captures the random occurrences of VCR actions in the videgs. * ¢ bps '

In Section Ill, we apply the central limit theorem and large .
deviation theory to our stochastic model to develop connection @ \{:l
admission rules. These rules admit new connections only if fit receiver

is highly likely that the QoS requirements will be satisfiedvideo server

for the d.urat'on of the video, even if t.he_V'deos eXpe”eanT‘g. 1. Prerecorded videos multiplexed over a link of capacitybits/s.
VCR actions. We refer to these admission rulesgésbal Throughout, we assume that the switch and the connections to the receivers
rules since they account for the long-term expected behavioiroduce no delay.

of the video traffic. In Section IV, we present the result of

our numerical experiments with an MPEG encodingSt&r 1o model the random start times and the VCR actions, we
Wars We first develop an importance sampling heuristic fofssign to thejth video, j = 1,---, J, the random phasé,.
estimating cell loss with Monte Carlo simulation. We thefye syppose that the’s, j = 1,-- -, J, are independent, and
show that one of our approximations is extremely accurate, agpgt eacly; is uniformly distributed over0, - --, N —1}. (We
therefore leads to an ideal admission policy. We also find thgoose a uniform distribution to fix ideas; however, the theory
statistical multiplexing gain to be high, especially when eactyn pe developed with an arbitrary distribution.) Our model

A brute force implementation of our ideal admission polict frame timen is

can be computationally prohibitive. In Section V, we describe

two modifications which significantly reduce the amount of Xn(3:05) = @nre; (9)-

e s sanor fherlore, o1 gven phase proft- 5 ... he
I o 8mount of traffic generated by thevideos at frame time, is

procedure which takes both a global and myopic view of the

traffic offered to the link. This policy admits a new connection J J

only if: 1) there will be negligible cell loss in (say) the minute Xn(0) = ZXn(j7 0;) = Z$n+0j (4)-

following call admission, assuming that no VCR actions occur; i=t j=t

and 2) the QoS requirements are likely to be met overThis completes our formal definition of the traffic model.

long period of time (say, an hour). We find that an additionglenceforth, we writeX,, (j) and X,, for X,,(j,6;) and X,,(8),
myopic test does not significantly reduce link utilization. Weespectively.

summarize our findings in Section VII. Having defined the traffic model, we now highlight
some of its implications. First, note that for each fixed

Il. M ODELING PRERECORDED TRAEFIC n, Xn(1),--+-,X,(J) are independent random variables.

WITH RANDOM PHASE SHIFTS Second, note that the probability mass function for

_ _ ] i X.(j) can be calculated directly from the known trace
As menuoned in Secuon I, we assume that each video C‘?eijl(j),m(j), ..., zn(j)} as follows:
experience VCR actions. We model these interactive features
by associating with each video in progress an independent and P(X,(5) =1) =m;(1) (1)
random phase shift. We begin with some notation. i
where we define

ConsiderJ video streams multiplexed over a bufferless link

with transmission rate” bits/s; see Fig. 1. For simplicity, 1 & .
assume that each video hasframes and has a frame rate of mi(l) = N Z Wan(j) = 1)
n=1

F frames/s. Letr,,(j) be the number of bits in theth encoded
frame(1 < n < N) of the jth video. Because we suppose thaDbserve, in particular, that the distribution &f,(;) does not

all videos are prerecorded, the sequefieg(j),1 <n < N} depend onn. We tacitly assume here that VCR actions do
for the jth video is a known sequence of integers. We shaibt change the frame size distribution, that is, we assume that
find it convenient to extend the definition of this sequence fotewers do not invoke VCR actions to see more high-action
n ranging from—oo to 400 as follows: scenes.

(s x2(g), 2=1(4), wo(5), 21(4), 22(4), -+ ) A. Quality of Service Measures

Over the period of time during which a video is in progress,
the video will see a variety of different phase profigs=
e n() = 20 (4), for n=-..,-2,-1,0,1,2,---. (01,---,85) with respect to the other videos in progress. For
each phase profile, there will be a fraction of frame periods
Thus, the infinite sequence is created by repeating the vididaring which the traffic rate exceeds the link rate and cell
trace over and over again. loss occurs. By taking the expectation over all possible phase

where



REISSLEIN AND ROSS: CALL ADMISSION FOR PRERECORDED SOURCES 1169

profiles, we obtain the expected fraction of frame periods. Central Limit Approximation
during which cell loss occurs. We are therefore motivated to

, ) For thejth video, the average number of bits in a frame is
define Pi22¢ by

N

P = B J\}llnoo — ,ﬁi 1<Xm > F) mj) = N nz::lx"(‘])
Note that for allM/ > 1 and the sample variance is
N

e = L Z TERy 720) = 53 ) - mG)P
and that for alln ) By the central limit th_eorem _[1, p. 310K is approximately
. o a normal random variable with mean and variance
Rize = p(x,> 7). @

J J
m=y m(j) o%=) o).
In the subsequent sections, we will find it convenient to work j=1 J=1

H i time
with the expression (2) fory.] " . Throughout the remainder of this subsection, we assume that
BecauseX,, is the sum ofJ independent random vari- ST i
the approximation is exact, that is, we assume that

ables, the probability in (2) can be calculated by convolution.
However, convolution often leads to numerical problems, and A 2

X . : . X = N(m,o*).
its computational complexity may not be suitable for real-

time admission control. For these reasons, we shall explorayjith the established traffic model, the expected fraction of
approximations and bounds far(X,, > (C/F)) in the next time that there is cell los#}ie = P(X >q) may now be

section. - easily computed from the tail of the normal distribution. Given
We shall also study the QoS measuff.?, where a specific QoS requiremerf{izc < ¢, wheree is a small
T number such a$0~7, the QoS requiremenBi¢ < ¢ is met
C ) A 0ss
E <X — F) if and only if
P)]iﬂfo = . (3) 1 a—1m
- E[X] —erfc<—) <e 4
2\ Va2 ) = @
From the fact
N N g where erfc(-) denotes the well-known complementary error
. function defined as
=Y _—
=t =t erfc(a) = —/ et dt.
it follows that VT Jo
- N oNT Using this admission rule (4), whenever a new vidée- 1
Z <Xn - —) requests establishment, we update— m + m(J 4+ 1) and
pinfo _ | n=1 F 02 — 0%+ o2(J +1). (Itis natural to assume that(;) and
loss N a%(j) have been calculated off line.) We then admit the new
ZXn video if and only if (4) is met.
- n=1 Now, suppose that the QoS requiremeff® < ¢ is
M o\t imposed. Given the normal distribution of the amount of
Z Xom = f) traffic that arrives during a specific frame periaBie =
=F J\}iln m=1 7 E[X — a)T]/E[X] can be calculated by noting that
> X o [T
_ = B - '] = [ (= a)fx(o) do
These two last expressions evoke an average—over all p°§\ﬁi|'ere
ble phase profiles—of the fraction of information (bits) lost.
To simplify notation, we henceforth writ&l' for X,, and Fx(a) = 1 o~ l@=m)* /207
write X (j) for X, (j). Also, leta := C/F. V2ro?
and furthermore F[X] = m. Some straightforward calculus
[Il. BOUNDING AND APPROXIMATING Q0S MEASURES shows that the QoS requiremeRf® < ¢ is met if and only if

In this section, we develop a central limit and large deviation )
approximation forPfie = P(X >a) and Pinfe = E[(X — 1(1 _ ﬁ)erfc a-my, 1 9 exp —(a=my"}
a)*t]/E[X]. 2 m 202 Vor m 202
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B. Large Deviation Bound and Approximation TABLE |
StATISTICS OF Star WarsTRACE

For small tail probabilities, the central limit approximation =5
. o . Frames Ps Bitrate
t:
can un_derestlmate _the loss p_robabﬂﬂy (s_ee numerical resultsz—rc———s— 7T fean [ 5t Dev [ Peak/ | Sean | Peak
in Section V). In this subsection, we provide an upper bound ;s bits | Mean bits bits | Mean | Mbps | Mbps
for Ptime and large deviation approximations fét!c and 15598 | 18,165 | 11.9 187,178 72,869 5.05] 0.37] 445
Pjnfo To this end, for any random variablé, let

los

py(s) == 1n E[e*Y]. Thus_, t_he large devi_atio_n approximation gives the following
admission control criterion:

Note thatuy(s) is the logarithm of the moment generating 1
function for Y. *2  [o 0T (%)
For any random variabl&@ and constant, the Chernoff " 2 (5")
bound gives an upper bound fét(Y" > c) (see Hui [8], [7], IV. NUMERICAL RESULTS FOR THEStar WarsTRACE
Kelly [10], Mitra et al. [2], and Roberts [20, p. 109]). Applying

the Chernoff bound ta®(X > a), we obtain

et et < g 9)

In order to evaluate the admission control conditions intro-
duced in the previous section, we conducted some numerical

pime < g=s"atux(s") (5) experiments with the MPEG-Btar Wars bandwidth trace,
available via anonymous FTP from Bellcore [4]. The trace
where s* is the unique solution to gives the number of bits in each video frame. In our experi-
P ments, all of theJ videos use theéStar Warstrace, but each
px(s') = a. 6)  Video has its own random phase. The movie was compressed
Note that with the group of pictures (GOP) patteiisBBPBBPBBPBHR12

; frames) at a frame rate = 24 frames/s. The trace has a total
number of N = 174 136 frames, which corresponds to a run
px(s) = Z“X@(S)' time of approximately 2 h. Some salient statistical properties
I=t of the Star Warstrace are given in Table I. We consider a
Given a Specific QOS requirememtoigsle < €, the Chernoff Single bufferless ATM node with transmission rafe= 155

bound gives the admission control condition Mbit/s. (At the end of this SeCtion, we also consider= 45
Mbits/s.) We furthermore assume that all 48 bytes of the ATM
ematmx(e) < ¢ (7)  cell payload are used to transport the video frames.

. . . In order to validate the approximation described in
Using (7), the admission control mechanism operates as fgl- bp

lows. The logarithmi nerating functi e first ection 1ll, we ran simulation experiments using tBéar
ows. 1he loga ¢ generating functiops (;(s) are firs Warstrace. In the simulation algorithms described below, we

gaICLilated offtlmetfogl_alrll V|detosWNowasuppose a new videp,., s o thePime criterion; the algorithms forPin are
+ 1 requests establishment. We update(s) — px(s) +  gimijar. Based on our assumption of uniformly distributed

“X(J.H)(S) gnd t.hen find thg* tha}t sati§figs (6). Finally, we hases (see Section Il), there are two different simulation
admit the video if and only if (7) is satisfied. We remark th pproaches possible.

Grossglauseet al. [5] have recently proposed a large deviation One approach works as follows. For a fixed number of
approximation for ¢, In their scheme, the prerecordedconnectionsj draw the phase®; j — 1 J from a
’ 7 - 3T Ty,

traffic is first smoothed into piecewise constant rates. Farscrete uniform - distribution ovef0, N — 1] (denote this
each change in the- constant. rate, they.propose a renegqtiaa%?ribution by DU[O,N —1]) and chéck whether loss occurs
of network bandwidth. Their “probability of renegotlatlonfor this phase profile, that is, check Whet}iele z6,(j) > a.

failure” is similar time . . . .
ailure” is similar to I, Repeat this procedure many times in order to obtain an

The _bOUF‘d given by_(5) can be converted to an accuraégtimate for the fraction of phase profiles that have loss, that
approximation by applying the theory of large deviations (s

) , for piime,
HUi 8, p. 202], Hsu and Walrand [6], and Roberts [20, p. 109 An alternative approach proceeds as follows. Draw the start
Pime Z p(X > a) ~ 1 e ——— phased; ~ DU[O,N - 1],j': 1,---,J, and then simulate
loss = s*\/2m % (%) the transmission of the entirStar Warstrace and count the

number of frames with loss (see Fig. 2 for the details of this
The large deviation (LD) approximation gives the followingy|gorithm). In this algorithm, we wrap the trace around when
admission control condition: the index extends beyond the end of the trace, that is, for
1 n+6; > N, we replacen +6; by n +6; — N.
S*W . We gseq the §econd approach ir) our simulation expgriments
since it gives tighter confidence intervals than the first ap-
There is also a large deviation approximation fjf (see proach for the same amount of CPU time. The first approach

emratux(s) < ¢ (8)

Roberts [20, p. 154]): is computationally more expensive because it requires a new
E[(X — a)*] 1 set of random phases for each simulated frame time, while the
Pli’flfO = ~ e atux () second approach allows us to use the same set of random

E[X] ms** \/2m s (s*) phases forN frame times. Note that there is a statistical
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T Fix J- TABLE Il
2' . 0.’ 0 SIMULATION ResuLTs FORJ GOP-$100THED Star Wars
' o=Up=U CoNNECTIONS WITHOUT AND WITH |IMPORTANCE SAMPLING
3. Forl=1to L do S
4. Draw 6, ~DU[0O,N = 1], j=1,...,J; no It , I3
5 — o ! [ b3 ’ J | Bime 90% CI Pime 90% CI
; 4=" 338 [ 1.10107% [ [3.90 107, 1.82 1075] | 5.37 107 | [4.89 107, 5.86 10~7
6. Forn =1 Jto N do ) 342 [ 7.17107% [ [5.29 10, 9.05 1079 | 6.37 10~° | [5.54 107, 7.19 10 ©
7. Xo =251 Tnya, (7); 346 | 6.15107° | [5.77 107%, 6.52 10~°] | 5.04 10~° | [4.27 10~°, 5.81 10~
8 q=q+ 1X, >C/F);
9. o=o0+gq;
10. p=p+g% reduce the simulation time, we apply importance sampling
11, Bpme = 20 (sample mean) (IS) techniques to our problem. The basic idea of IS is to
s G 1 2 . o . . . .
12. 5% = gapp=qy(p — 0%/L); (sample variance) draw the random phasés, j = 1,-- -, J, from a distribution
, N _ 4 gj(m;) = P(8; = m;) that leads to more frequent losses
Fig. 2. Simulation algorithm for7fime, ; P : : :
oss than the discrete unform distribution used in the experiments
described above. Lef;(m;) = 1/N denote this discrete
TABLE |l uniform distribution. Since we use ti8tar Warstrace for all.J
SIMULATION RESULTS FOR.J UNSMOOTHED Star Wars id h distributi f Il vid d
CONNECTIONS WITHOUT AND WITH IMPORTANCE SAMPLING video streams, we use the same distribution for all videos, an
S S write hen_ceforthg(mj) anql f(m;) for _gj(mj) an_d fi(my). _
fimo e time 7 The fraction of frame periods for which there is cell loss is
J Pim 90% CI B 90% CI _
268 | 4.59 10~% | [0, 4.54 1077] | 1.80 10~7 | [1.37 1077, 2.23 10~ 7 given by
276 | 8.43 1077 | [0,4.61 10°°] [ 1.35107° [ [9.83 1077, 1.72 10©
284 | 8.50 107° | [0,5.12 10°°] | 5.88 107° | [3.76 10~ °, 7.99 10 ° P(X > a) = E[l(X > a)]
202 | 8.28 1075 | [0, 4.46 1077 | 7.27 107° | [1.40 10~5,1.31 10~ 7

N N J
= Y b, mg) [] otmy)

difference between the two approaches. In the first approach, =l mo=L i=1
every simulated frame period constitutes an independent triatere
in the second approach, on the other hand, the simulated J
transmlssm_n of the entire trace_ls_an mdgpendent tnal_smcg(mb ) = Uty e i, > ) H J(my)
the frame sizes are correlated within the video trace. This fact iy g(m;)
has to be accounted for when computing the sample variance
(see Fig. 2, line 12). The Monte Carlo estimate faPie is given by

In Table Il (column no IS), we give the sample mean and I
90% conﬂdence_mterval; faPrime for the unsmoot_hed_Star Ppime — 1 Z h(mgl)7 o mf,l))
Warstrace. In this experiment, we rah = 500 replications L Py
for a total of 500 x 174136 ~ 87 x 10° simulated frame
periods. We note that the half lengths of the confideneghere the sampleszgl),j =1,---,J, are all drawn fromy(-)
intervals are larger than the sample means; this implies tiiat [ = 1,---,L. With IS for eachl, we use a new set of

the lower end of the confidence interval fBfi¢ is zero, as random phases (th’s). Recall that without IS, we use the
subtracting the half length from the sample mean would resghme set of phases for any entire simulated trace.
in negative probabilities. This phenomenon is a consequencdhe challenge of the IS approach lies in finding the dis-
of the simulation of rare loss events; tightening the confidengiution g(-) that gives small variances fabj:i2¢. For the
intervals further without employing variance reduction tecH3OP-smoothed trace, we obtained the IS results in Table Il
niques, such as importance sampling (discussed below), wof@d L = 100000 with
require immense computational resources. Each of the four _
simulation results in the no IS column in Table Il took about g(m) = N
two days on a SPARCstation 2. an

Table 11l shows the results obtained after smoothing the n=1
Star Warstrace over each group of pictures (GOP’s). In thigiere, v,, is the size of themth GOP, that is,y, =
experiment we ranL, = 2000 replications for a total of zzl:G(m_l)GH z,, and G denotes the number of frames per
2000 x 14511 ~ 29 x 10° simulated GOP’s. We observeGOP. Each simulation result took about 1 h, roughly 20 times
that the simulation of 29x 10° GOP’s gives confidence faster than the corresponding simulation without IS. Note this
intervals that are significantly tighter than those obtaineshoice ofg(-) favors larger frames [as compared wifk)].
for the unsmoothed trace, even though the simulation fohis will causehi(my,---,m ) to be strictly positive more
the unsmoothed trace required three times the computatiofrefuently; but wherk(my, - - -, my) is strictly positive, it will
effort. This seems to indicate that the GOP smoothed tracenist be excessively large since its denominator is likely large.
more amenable to simulation experiments. Thus, the sampling functiop(-) causes the output stream of

Importance Samplingin order to obtain better estimatesh(-) to be less variable, thereby giving a tighter confidence
for Pfime  particularly for the unsmoothed trace, and tanterval.

Ym
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Fig. 3. Comparison of approximations and simulation (unsmootlﬁgﬁggo criterion).

We found that the discrete empirical distribution is calculated using the admission control condition (4). Given
that the simulation represents the actual loss probabilities, the
g(m) = AA normal approximation is an optimistic admission policy. The
curves labeled “Chernoff bound” and “LD approximation”
221 Voo are computed using conditions (7) and (8), respectively. The

Chernoff bound appears to be a conservative admission control
works well for the unsmoothe&tar Warstrace. The square policy as it lies about ten connections below the boxes
root in g(-) dampens the tendency to draw only large framegepresenting the upper end of the 90% confidence interval for
Given the large ratio of peak-to-mean frame size (see Fig. I}i'¢. The LD approximation appears to be the appropriate
the distributiong(m) = ,,/X%_; =z, would misrepresent tool for admission control for prerecorded VBR video as it
the trace. A small number of excessively large frames wouédmost coincides with the sample means from the simulation.
dominate the simulation, while the large number of smalWe will henceforth focus on the LD approximation in our
frames would be ignored. The chosen distribution, howevemalysis.
still encourages large values for thg's and leads to more In Fig. 4, we investigate the effect of smoothing the trace
frequent losses; thg(-) in the denominator of the expressiorover a GOP. The curves were obtained by using Bj&*°
for h(-) compensates for this effect. The IS results displayexiiterion (8). The “unsmoothed curves” already appeared in
in Table Il were obtained fol. = 2 x 10%; note that IS has Fig. 3, and are replicated here for comparison purposes. The
significantly reduced the width of the confidence interval&OP curves were calculated by first smoothing tB&ar
Each of the four simulation results took approximately 2 Wars trace over each GOP (12 frames). The figure reveals
on a SPARCstation 2. that smoothing over the GOP increases the admission region

Approximations and Boundsin Fig. 3, we compare the substantially, resulting in higher network utilization for a given
results from IS, the normal approximation, the LD approximaoS requirement. For a QoS parameter 10—, for example,
tion, and the Chernoff bound. The figure shows the number ethoothing over the GOP increases the number of admissi-
Star Warsconnections allowed for by the conditid?{c < ¢ ble connections by approximately 24%. This corresponds to
as the QoS parametervaries. The calculations are based oan increase in the average link utilization (defined as the
the unsmoothedtar Warstrace, that is, each frame is transhumber of admissible connectionsn/a) from 73% for the
mitted in its assigned interval of lengtty /. The diamonds unsmoothed trace to 90% for the GOP smoothed trace. We also
represent the sample med?‘lﬁgge resulting from 1S. We ran observe from Fig. 4 that the number of allowed connections is
L = 2 x 10° replications for each/ = 252,260,---,292. nearly constant with respect to the QoS requirement for GOP
For a fixed number of connectiong the crosses and boxessmoothing. Peak rate admission allows for 31 unsmoo8iad
indicate the lower and upper ends of the 90% confiden®darsconnections, giving an average link utilization of 8.3%.
interval for Piime, The curve labeled “normal approximation”After smoothing theStar Warstrace over the GOP, a peak
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Fig. 4. Effect of GOP smoothing on the number of admissible connections as a functiij;p‘f.

rate admission policy would allow for 74 connections, which Fig. 7 shows the effect of smoothing the trace over each
results in an average link utilization of 20%. Average-rat8 OP. We also plot the number of admissible connections

admission permits 374 connectiofs C/Fm). when theStar Warstrace is smoothed over three GOP’s. Note
In Fig. 5, we compare the criteri&!ie and Pi*e. We that the additional smoothing hardly increases the admission

notice that thePini criterion allows for slightly more connec- region. We also see, as in the case(bt= 155 Mbits/s (see
tions. Fore = 107, for example, the number of admissibleFig. 4), that smoothing over one GOP increases the number of
unsmoothedStar Warsconnections is increased by approxiadmissible connections substantially. For the QoS parameter
mately 6%, while the number of GOP-smoothed connectioas= 10~°, for instance, the number of admissible connections
is 2.4% higher. This observation can be intuitively explaineid increased by about 54%.
by noting that only the fractiofX —a)/a of cells is lost during ~ Note that the link utilizations are not as high as for the 155
periods of overload. While the criteriaR2¢ is based on the Mbits/s link. The QoS requiremenBie < 10-6 permits
long run fraction of time there is cell loss, the criteri@{f> 57 unsmoothedStar Wars connections, which corresponds
accounts for the fact that not all cells are lost during overloath a link utilization of approximately 53% (we had 73%
for C = 155 Mbits/s). For the same QoS requirement, 83

) ) ) ) GOP smoothed connections are allowed, resulting in a link
A. Numerical Experiments for 45 Mbits/s Link utilization of about 81% (90% fo® = 155 Mbits/s). As in

In order to investigate the effect of network bandwidth othe case ofC = 155 Mbits/s, we see that the number of
our results, in particular on the accuracy of the LD approxdmissible GOP-smoothed connections is almost insensitive
imation, we chose to replicate the experiments describedtinthe QoS parameter.
the previous section for an ATM link with bandwidt = 45
Mbit/s. As in the previous experiments, we use the MPEG 1
encodedStar Warstrace, and assume that all 48 bytes of the
ATM cell payload are used to transport the frames.

In Fig. 6, we depict the results from IS simulation, normal In this section, we address the real-time implementation of
approximation, Chernoff bound, and LD approximation fothe proposed admission control tests. The criterion derived for
the unsmoothedtar Warstrace forC' = 45 Mbits/s. As in the normal approximation (4) can be readily tested in real
the experiment forC' = 155 Mbits/s (see Fig. 3), we settime (assuming thatu(j)'s and#(j)’'s have been calculated
the parameted. of the IS simulation to 2< 10° Notice that off line for all videos).
the IS heuristic introduced in the previous section gives evenThe conditions resulting from the Chernoff bound and LD
tight confidence intervals fo€ = 45 Mbits/s. The simulation approximation, however, require more computational effort.
also verifies that the LD approximation remains accurate wh&ecall from Section II-C that these conditions are based on
fewer connections are multiplexed. 1x (s), the logarithmic generating function of the total amount

V. EFFICIENT CALCULATION OF
ADMISSION CONTROL DECISIONS
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loss

of traffic arriving from all active video streams in one framavhere x,,;,, and z,,,,. denote the smallest and largest frame

period. With (1), this function can be explicitly written as

J Tmax
px(s)=> | > me (10)
i=1 I=%min

size, respectively. We assume for simplicity that;, and
Tmax are identical for all videos. We furthermore assume that

the histogram of the frame sizes(/) has been computed off
line for all videos.
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Now, suppose that a new videb+ 1 requests connection TABLE IV
establishment. The admission control will proceed as follows. OCNP&STQ’ERSAZO?N{?EM\'/ii%’:é?;iﬁ%
First, find thes* that ;atisfie:y’X(s*)+u’X(J+%(s*) = a. This
can best be done with Newton’s method [18] starting from the
s* of the last admission test. The new connection is accepted
if and only if (9) is satisfied. This procedure can require an
excessive amount of CPU time for real-time implementatiogonnections by approximately 1.1% while reducing the CPU
For this reason, we now investigate computational procedukgsie by a factor of about 370.
for accelerating the run time. (We note that such procedures argyis mention that a quick approximate test can be performed
”hOt_ neesled for thel schemei of GlrossglﬁLeiwl.b[S] bfecause in the following fashion. Store* and.x (s*) of the previous
t eér sc_demeblemp Oyz are ?g\(eg sz'ib r:jum erot tr_ates.) aﬁlmission test, compute onlyx;11y(s*) on line without

onsiderable speed-up of the described computation canf %ngings* (takes approximately 1.4 s for a histogram with
achieved by reducing the resolution of the histogral). So . : .

) .~ resolution of 1 bit, 3.7 ms for a resolution of one cell), and
far, our calculations are based ef(l) computed according check if (9) holds. If the new connection is accepted. upsate
to (1) forl = zmin, -+, Tmax, Where the step size fdris 1 d ' Y whil ih Vé is b .' tl 3 d ,I\Lljpt that
bit. In order to reduce the resolution, we may compute ! px(s7) while the new video is being ransmitted. Note that -
histogram as updates must also be done when a connection terminates. This
procedure is motivated by the fact théttypically varies only

binsize 1bit | 1cell |10 cells | 20 cells
CPU time || 80 min | 13 sec | 4.5 sec | 0.75 sec

1 X o slightly when adding a new connection. Furthermore, using a
mi(l) = N Z 1(I — binsize< z,(j) < 1) suboptimals* leads to conservative acceptance decisions since
n=1 o the expression in the exponent of the Chernoff bound (5),

for ! = Zumin; Zmin + DINSIZE -+, Tinas. which dominates the LD approximation, is strictly convex [2,

Collecting the frames into bins in this fashion ensures thBt 1119]. We refer to this procedure as treline procedure

the probability of cell loss is an increasing function of the 1he admission control algorithms discussed so far compute
bin size, and hence leads to conservative admission decisidh§, logarithmic generating functiop (s) directly from the

Fig. 8 shows the number of admissilSéar Warsconnections histogram of the frame sizes. As an alternative, we apply
computed with varying resolutions (binsizes) for iar Wars an idea of Hui [8, p. 206] to our problem at hand: we
histogram. Table IV gives the typical CPU times required fg#xpand the logarithmic generating function in a Taylor series,
an admission test. All computations are performed on a Sand base the acceptance decision on precomputed coefficients
SPARCSstation 2. The graph shows that increasing the binsiggresenting the videos. To this end, we first note that the
to one ATM cell (384 bits) reduces the number of admissiblaoment generating function of thgh video may easily be
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developed into a Taylor series where the coefficients,(j) are given by (see Hui [8, p. 206])
Tmax Tmax 0 ( l)u 1 k—1
S 5 7Yy — P q s N
My (j)(s) = I_Z‘ mi(le’! = l_z: lﬂj(l) z_% " ] ar(y) = ax(y) = ¢ ; tap—i(J)ci(d)-
e N The coefficients for th&tar Warsvideo, computed with a scale
- Z a;(j)s factor of 60 cells, are depicted in Fig. 9. Our experiments seem
=0 to indicate that a relative small numbéf of coefficients in
where (11) approximates the logarithmic moment-generating function

- with sufficient accuracy for the purpose of admission control.
1 z:x (D Fig. 10 shows the number of admissilfitar Warsconnections
! Ml ! computed from the series expansion of with different K.

The figure shows that the admission region obtained from

We note that the frame sizégas well as the link capacityin the series approach converges rather quickly to the admission
the conditions of Section I1l-B) should be scaled to improveegion calculated with the direct approach. Hor> 4, both
the convergence of the admission region obtained from tbarves are almost indistinguishable. This seems to indicate
series approximation to the admission region computed dirat videos can be characterized by a set of coefficients
rectly from the histogram. We achieved rapid convergence (sg&.(5),1 < k < K}. These coefficients can be computed
Fig. 10) with a scale factog of 60 cells for the unsmoothed off line and stored with the actual video. Given these video
Star Warstrace. This factor is somewhat higher thar the descriptors, the admission control tests of Section III-B can
average frame size of th®tar Warsvideo, and ensures thatnow be conducted very efficiently by noting that
F[X/q] < 1. Without this scaling, thé’ in the expression for K
a;(j) can easily lead to huge values_; we conjecture that the pix(s) = chsk
common scale factor used for admission control should be P
larger than the largest:(j) of all videos available on the

ai(j) =

video server. where
In a second step, we may compute the series expansion of J
the logarithmic moment generating function Ck = Z () 1<k<K.
J=1
pxH(s) =In Mx(s)=In > ai()s' = ex(j)s*  This method avoids the expensive computation of the sum of
i=0 k=1 exponentials in the direct approach (10), and is furthermore

(11) independent of the number of videos already in progress.
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If a new videoJ 4 1 requests connection establishment, wiakes approximately 21 ms fdt = 6, and is hence viable for
first updatecy, — ¢ +c(J +1),1 <k < K, and find thes*  real-time admission control.
that satisfieg./s (s*) = a, starting Newton’s method with the  Owing to the results in this section, we believe that there
s* found in the last admission test. Finally, we admit the neare two options for real-time admission control employing the
connection if and only if (9) is satisfied. This admission te4tD approximation: 1) the on-line procedure discussed earlier,
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and 2) the test based on the precompuigd) coefficients as

Fix J, M,
we just described. We acknowledge that it would be desirable 0o=0; p=0;
to support these conclusions with additional experiments using For !/ =1to L do
other video traces as well as heterogeneous mixes of traces. q=0; I =P;

Draw 6; ~ DU[0, N/G —1], i = 1,...,1I;
While (g < 1) and (I < J) do

Unfortunately, there is currently a lack of publicly available
traces that give a correct representation of the bandwidth

R =D N

requirements of MPEG-compressed videos. =I+1
Draw 8; ~ DU[0,N/G - 1];
9. For m = 1 to M do
VI. A REFINED ADMISSION CONTROL PROCEDURE 10. Xon = 50 2nye, (0);
11. g =q+ X, > Ga);

We begin this section by supposing that VCR control (pause, 12 oot 1:
rewind, fast forward) is no longer permitted. We do suppose, 13 p=p+ (- i)z;
however, that the various videos begin playback at different 14. |
times. Forn = 1,---, N, define X,,(j) as in Section II. But 15.
now defineX, (j) = 0 for all n> N.

Suppose that, during frame timk there areJ videos Fig. 11. Simulation algorithm for combined admission test.
in progress, with thejth video having trace{z1(j), z2(j),
-+, xn(4)}. Suppose, during frame tinde framed; of video
4 is transmitted. Now, consider admitting a new vidée- 1
(with trace{x1(J + 1), z2(J +1),---,xn(J + 1)}) which is
to begin transmission in frame tinde- 1. With this new video,
the amount of offered traffic at frame time+ [ is

I = £; (sample mean)
§? = Llj(p — 0%/ L); (sample variance)

combined test guards against the possibility of excessive cell
loss due to unusual phase profiles at call admission.

We conducted simulation experiments with the GOP-
smoothedStar Warstrace to evaluate the combination of
global and myopic admission test. Fig. 11 presents the
employed simulation algorithm for the combination of any
of the global tests of Section Ill and the myopic test (14).
An admission rule which guarantees no loss for the duratiéin @dmission rule involving a test that is akin to (14), but
of the new video is allow_s for_some loss, can be S|mula'Fed in a similar fashion.)

We first fix the number of connectiong allowed by the
global admission test for a specific QoS parameteiVe
Z$0j+n(j) <a, n=1-.-N (12) then simulate the transmission d¥ consecutive GOP's
J=1 of I videos, where each video has an independent starting
phase that is drawn from a discrete uniform distribution over
[0, N/G — 1], where G denotes the number of frames per
group of pictures (GOP). Starting fron®, the number of

J+1

wheref;; := 0. An admission rule which permits loss for
a fraction of frame periods is

N | J+1 connections allowed by a peak rate admission scheme, we
21 erjJrn(j) >a increase the number of video streathsintil we experience
n=l |j=1 loss during the transmission of thed GOP’s or hit the limit

N <e (13) given by the global admission test. We thus find the maximum

number of connections allowed by the combined admission

Similarly, one can easily define admission rules which permist. We runL replications to find a confidence interval for
a fraction of bit loss (analogous H2.°). the expected maximum number of connections.

Now, let us once again suppose that VCR features arerjg. 12 shows the number &tar Warsconnections admit-
permitted. The theory developed in Section Il takes a globglq py the combination of the LD approximation Bt (9)
view on the phase profiles: it essentially assumes that, oyg{d the myopic test (14) as the paramétewvaries. The latter
the course of a video, there will be many phase profiles. Afiiterion ensures that there is no loss during the transmission of
admission control procedure that takes a more myopic view {4 GOP's following the admission of a new video connection,

call admission is one akin to rule (12), but over fewer framgrovided none of the videos experiences VCR actions. For

periods, e.g., this simulation run, we fixed = 10~* for the condition (9),
J41 this givesJ = 357 GOP smoothedtar Warsconnections for
Z$0j+n(j) <a, n=1,--,M (14) the global test (see Fig. 5). We rdn = 40 replications for
ot M = 200,400, ---,2000. Note thatdM/ GOP’s correspond to

M /2 real-time seconds$tar Warshas a total number of 14511
where thef;’s are the current phases at the call admissidBOP’s. We see from the figure that the confidence intervals for
time and M < N. the expected number of connections admitted by the combined

We can define an appealing admission rule by combiningst are centered only slightly below t#gc limit of 357
one of the global tests in Section Il with the test (14) (or witkonnections. This shows that, even for large valuesibf
a test similar to (14), such as a test permitting some cell los#)e myopic test (14) has little impact on admission control,
For a given QoS parameter such a combined test admitsimplying that the global admission test will typically not lead

fewer connections than the isolated global test. However, this large losses.
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