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Abstract—The set partitioned embedded block (SPECK)
algorithm is an efficient block-based image coder to encode
wavelet transformed images. SPECK uses linked lists to track
significant/insignificant coefficients and block sets, thereby having
a large memory requirement that increases with the encoding
rate. Furthermore, multiple memory read/write operations and
list management slow down the algorithm. In addition, the imple-
mentation of the traditional discrete wavelet transform (DWT) is
memory intensive and time-consuming. Therefore, it is difficult
to implement image coding using the traditional DWT and
SPECK algorithm on low-cost visual sensor nodes. Most of the
existing studies on low-memory implementations of the SPECK
algorithm attempt to replace the dynamic memory of linked
lists by a static memory in the form of fixed-length state
tables/markers. In this paper, a fast and memoryless image coder
is proposed, which uses the fractional wavelet filter to calculate
the DWT coefficients of the image and a zero-memory listless
SPECK algorithm for quantization and coding of the DWT
coefficients. The proposed algorithm, referred as zero-memory
SPECK (ZM-SPECK), completely eliminates the linked lists
and only uses a few registers to perform some low-level arith-
metic/logical operations. The elimination of linked lists also
reduces the memory access time, thereby making ZM-SPECK
faster than the original SPECK algorithm. Simulation results
show that the proposed ZM-SPECK coder outperforms the
contemporary state-of-the-art wavelet image coders in terms
of memory requirement and computational complexity, while
retaining their coding efficiency. The proposed ZM-SPECK image
coder is thus very well suited for image communication in visual
sensor networks.

Index Terms—Fractional wavelet filter, memory efficient image
codec, SPECK, visual sensors, wireless multimedia sensor
networks.

I. INTRODUCTION
A. Motivation

DESPREAD use of wireless networks (e.g., Wi-Fi and
cellular networks), has led to an exponential growth of
image communications through handheld portable multimedia
devices (e.g. digital cameras, smart phones, and tablets).
Also, developments in micro-electromechanical systems,
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and wireless communication together with low-cost imaging
devices, have led to the development of wireless networks of
visual sensors [1]-[4], called visual sensor networks (VSNs) or
wireless multimedia sensor networks (WMSNSs). The low-cost
sensor nodes are severely constrained in terms of resources.
The transmission of real-time images to a more resourceful
hub or sink node over a band-limited wireless channel is a
challenging task. On-chip random access memory (RAM)
available on low-cost sensor nodes is limited, and has become
a major constraint for the processing of large images on the
sensor nodes [5]. The on-chip RAM available on most of the
low-cost sensor nodes is of the order of 10 kB [6]. For sensor
nodes equipped with a visual sensor (or camera) to capture
images and transmit them over WSNs, there is
a need for memory-efficient and low-complexity image
codecs [7]-[12].

For efficient compression of images, a number of
image coding algorithms [13]-[26] have been developed. The
contemporary image coding methods, such as JPEG2000 [13],
embedded zero tree of wavelet coefficients (EZW) [15], set
partitioning in hierarchical trees (SPIHT) [16], virtual
SPIHT (VSPIHT) [18], set partitioned embedded block
coding (SPECK) [20], wavelet block tree cod-
ing (WBTC) [25], and wavelet lower tree (LTW) [26]
support a wide range of functionalities. However, they have
high computational complexity, high memory requirement, or
generate non-embedded bit-streams.

Most wavelet-based image coding algorithms achieve
compression by aggregating a large number of insignifi-
cant coefficients either in spatial trees (zero-trees) [14]-[18],
or in spatial blocks (zero-blocks) [19]—-[24], or spatial block-
trees [25]. Among them, SPIHT [16] and SPECK [21] are
the most popular coding algorithms due to their superior
compression and low computational complexity (high energy
efficiency) [27], [28]. A common feature of these algorithms
is that they use multiple linked lists to track the locations of
significant/insignificant coefficients or sets (blocks or trees).
The SPECK [21] algorithm uses only two lists instead of
three in SPIHT [16]. However, the continuously (dynamically)
growing lists in these codecs not only result in variable
and data-dependent memory requirements, but also necessitate
memory management as the list nodes are added, deleted,
sorted, or moved among the lists. This significantly increases
the encoding/decoding times due to multiple memory accesses
and increased memory read/write operations. These problems
become more severe for encoding/decoding of high-resolution
images using portable devices with limited resources.
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B. Related Work

Over the years, significant efforts have been made to reduce
the memory requirements of wavelet-based coders [29]-[47].
The memory requirements for these coders can be divided into
two parts: transform memory (memory required for wavelet
and inverse wavelet transforms) and coding memory (memory
requirement for encoding/decoding of wavelet coefficients).
The overall codec memory is either the sum of two mem-
ories or the maximum of the two, depending on whether
the two stages run in parallel or sequentially. Traditional
implementations of the discrete wavelet transform (DWT) of
images generally require a large memory. A number of efforts
have been made to reduce the transform memory [29]-[36].
The line-based implementations of the wavelet transform with
or without the lifting scheme [29], [30] are among the earliest
efforts in this direction. The line based approach requires about
26 kB of on-board memory (or RAM) for a six level transform
of a 512x512 gray scale image [6]. Another approach to
reduce memory is to apply the DWT on a block-by-block
basis, rather than on the entire image [31], [32]. However, the
block-based approach requires almost the same memory as
the line-based approach [6]. Strip-based low memory wavelet
transform architectures have been proposed in [33]-[35].
Recently, the Fractional Wavelet Filter (FrWF) has been
proposed [36], which requires only a few kB of memory to
compute the DWT of images and is therefore suitable for
implementation in memory-constrained portable multimedia
devices and sensor nodes.

In order to reduce the coding memory (for encoding/
decoding of wavelet coefficients) of zero tree and zero
block coding algorithms, generally one of the following three
approaches is used: reducing the number of elements in
lists [25], reducing the number of lists [37]-[39], or replacing
lists with state-tables or markers (listless approach) [40]-[47].
The listless approach uses fixed-size static memory in the
form of state-tables/markers, in place of lists. For example,
No-list SPIHT (NLS) [41] uses 4 bits/coefficient marker, while
the implementation in [42] uses 3 bits/coefficient marker.
Motivated by the NLS algorithm, a number of listless SPECK
algorithms have been developed. Among them, the listless
SPECK (LSK) algorithm [43] uses 2 bits/coefficient marker,
the no-list implementation of SPECK proposed in [44] uses
0.75 bits/ coefficient marker, while the no-list implementation
of SPECK [47] uses 0.25 bits/coefficient marker to keep track
of blocks and coefficients to be significance tested.

Although, the listless implementations of state-of-the-art
wavelet image coders achieved significant memory reductions,
the overall memory requirement is still very high for low-
cost sensor nodes. To the best of our knowledge, only limited
efforts have been made to minimize the overall memory
requirements of image coders. The wavelet image two line
coder (Wi2l) [48] which combines FrWF with line-based
BCWT [49], [50], has made significant progress towards
overall low-memory image coding. However, the Wi2l coder
produces a non-embedded bit-stream, which is a major draw-
back since embedded bit-streams are highly desirable for scal-
able image transmission over heterogeneous networks [15].
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The low-memory block-tree coder (LMBTC) [51] is a low
memory version of WBTC [25] and uses only a few markers.
Combining LMBTC with FrWF drastically reduces the overall
memory requirement, while retaining the embedding prop-
erty. However, the memory requirement of the FrWF-based
LMBTC coder depends on the number of wavelet decompo-
sition levels and the image size, and the use of markers in
LMBTC increases its computational complexity. Thus, there
is still a need to design an efficient, feature-rich, and low-
memory image coder for portable multimedia devices and
visual sensor nodes.

C. Contribution

In this paper, we propose a fast memory-less SPECK
algorithm combined with FrWF that significantly reduces the
overall memory requirement of an image coder. The memory
requirement at the transform stage is reduced due to FrWF
and the memory requirement of the encoding stage is reduced
by the proposed listless SPECK algorithm. The algorithm
encodes the wavelet coefficients of an image with the partition-
ing rules of SPECK. However, the proposed algorithm does not
require any lists/ state-tables/ markers, and therefore requires
no static or dynamic memory. For this reason, the proposed
coder is named the Zero-Memory SPECK (ZM-SPECK)
image coder. The heart of the coding algorithm is the exploita-
tion of linear indexing features. The proposed coder uses only
a few registers to perform arithmetic and logical operations
and does not require memory for encoding/ decoding of
coefficients. It generates an embedded bit-stream, has reduced
computational complexity, and has coding efficiency compa-
rable to that of the original SPECK algorithm.

A summary of a preliminary form of the ZM-SPECK
algorithm was presented in [52]. The preliminary form
of the ZM-SPECK algorithm was implemented to encode
conventional DWT coefficients and a limited set of initial
performance results was presented in [52]. In contrast, this
paper gives a complete presentation of a refined form of the
ZM-SPECK algorithm. Moreover, we combine the
ZM-SPECK algorithm with the FrWF-based DWT to
build a very low memory image coder. The use of FrWF
reduces the transform stage memory drastically (compared to
conventional DWT), which in turn reduces the overall memory
of the proposed image coder. We present a comprehensive
performance evaluation of the image coder built from the
FrWF-based DWT and the ZM-SPECK coding algorithm in
this paper.

Recent advances in low-memory image coding, such as
LMBTC [51], have reduced the memory requirements of the
coding stage to less than the memory requirements of the trans-
form stage. For sequential transform and coding stages, the
overall memory requirement is the maximum of the memory
required at the transform and coding stages. One may thus
question the need of further reductions of the coding memory
requirements below the memory required for the transform
stage as they presently do not reduce the overall memory
required for the image coder. However, we believe that through
ZM-SPECK we are pushing the coding memory requirements
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to their absolute minimum in this study. We expect that future
research will reduce the memory requirements of the transform
stage. Future low-memory transform approaches can then be
combined with our low-memory coding approach to achieve
reductions of the overall image coder memory requirement.

The rest of the paper is organized as follows. Section II
presents brief background on the FrWF, SPECK, and listless
SPECK (LSK) algorithms. Section III first explains the proper-
ties of linearly indexed wavelet coefficients that are exploited
in the proposed ZM-SPECK algorithm and then introduces
the proposed ZM-SPECK algorithm. The simulation results
and related discussions are presented in Section IV, and the
paper is concluded in Section V.

II. BACKGROUND

In this section we briefly review the FrWF scheme to
compute the DWT of images as well as the SPECK and listless
SPECK (LSK) algorithms.

A. Fractional Wavelet Filter (FrWF)

One of the major difficulties in applying the conventional
2D-DWT to images on a resource-constrained platform is the
high amount of required working memory. 2D-DWT imple-
mentations generally require the original and/or transformed
images to be placed in the processor’s on-board memory, so
that low-pass and high-pass filtering can be separately applied.
On personal computers (PCs), which are equipped with very
large RAM, this is not a major concern. However, applying the
DWT to images on memory-constrained platforms, e.g., digital
cameras and visual sensor nodes, is difficult due to limited
on-board memory. To overcome this problem, the Fractional
Wavelet Filter (FrWF) [36] has recently been proposed as an
alternative to the DWT in resource-constrained environment.

A typical sensor node platform consists of a microcontroller
extended with external flash memory (MMC or SD card). The
image data and computed coefficients are stored on the SD
card. For an image of size N x N pixels, the FrWF uses three
buffers namely, s, LL_HL, and LH_HH, each of size N bytes.
The buffer s stores the current input line, whereas buffers
LL_HL and LH_HH store the resulting LL/HL and LH/HH
sub-bands destination lines, respectively [53]. For the first level
of decomposition, the algorithm reads the image data line-by-
line from the SD-card while it writes the subbands line-wise
to a different destination on the SD-card. For each subsequent
decomposition level, the LL subband of the previous level is
considered as the input data and the same process is repeated.
Note that the input samples for the first level are the image
pixels, each of size one byte, whereas the input samples for
the higher levels are either of four bytes (floating point filter)
or two bytes (fixed point filter). The filtering does not use
in-place memory, rather for each level, a new destination
matrix is allocated on the SD-card. However, as the SD-
card has plenty of memory, it does not affect the sensor’s
resources. The memory (in bytes) required for the wavelet
transform of an N x N image with L-level decomposition using
FrWF with floating-point and fixed-point filters are 9N and SN
bytes, respectively, for the first decomposition level (L = 1),
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and ;invl) and % bytes, respectively, for higher decompo-

sition levels (L > 1) [6].

Although, the FrWF significantly reduces the transform
stage memory, there is scope of further memory reduction in
the implementation of FrWF. From the above discussions, it is
clear that the memory consumption to implement the first level
(L = 1) of wavelet transform using FrWF is the highest and
the memory requirement decreases for higher transform levels.
Since the higher levels of transform are performed after the
first level, we propose that the memory consumed for the first
decomposition level can be reused for the subsequent higher
decomposition levels of the wavelet transform. Therefore, the
memory required for the computation of the wavelet transform
of an image using FrWF will be the same as that required for
the first transform level.

B. SPECK Image Coding Algorithm

SPECK [21] is a block-based algorithm to quantize and
encode the wavelet coefficients by exploiting similarities
among coefficients within a subband. The algorithm consists
of three stages: initialization, sorting, and refinement passes,
and uses two linked lists: the list of insignificant sets (LIS)
and the list of significant pixels (LSP).

The algorithm is initialized by setting threshold 7 = 2°,
where b = [log, (maxy(,j){C(i, j)})] is the most significant
bit-plane number and {C(i, j)} represents the set of wavelet
coefficients. The transformed image is initially partitioned into
two sets: a root set S (consisting of a block of LL-band
coefficients), and a set I (set of remaining coefficients). The
LIS is then initialized with the coefficients of the S block and
the list LSP is initially left empty.

The sorting pass tests the significance of each set (block of
coefficients) of types S and I of the LIS against the current
threshold. The significance of S blocks is checked first. If a
set S is found to be significant, it is partitioned using quad
partitioning, resulting in four equal sized subsets which are
added to the LIS. A subset of size 1x1 corresponds to a
single coefficient, and when a coefficient is found significant
for the first time, its sign bit is also coded and the coefficient
is sent to the LSP. If an /-block is found to be significant,
it is partitioned using octave-band partitioning, resulting in
four sets: three sets of type S and one of type I. The size of
each of these three S sets is equal to the size of the chopped
portion of set /. The three S sets of octave band partitioning
are processed in the regular image-scanning order, after which
the newly formed reduced I set is processed. Once all sets
in the LIS have been processed for a particular threshold,
the refinement pass is initiated, which refines the quantization
of the pixels in the LSP (pixels tested significant during the
previous passes). The threshold is then reduced by a factor
of two and the sequence of sorting and refinement passes
is repeated for sets in the LIS against this lower threshold.
The sets in the LIS are processed in increasing order of their
size. The entire process is repeated until the desired bit-rate
is achieved.

Though SPECK is an efficient algorithm with low com-
putational complexity, it uses linked lists to track the set
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Original Image _,, | Fractional Wavelet|_ | ZM-SPECK
Filter (FrWF) Encoder

Reconstructed Inverse <] ZM-SPECK
Image DWT Decoder

Fig. 1. Block diagram of of proposed image codec: The Fractional Wavelet
Filter (FrWF) computes the wavelet transform coefficients, which are encoded
with the novel zero-memory SPECK (ZM-SPECK) algorithm.

partitioning and refinement pixels. The use of linked lists in
SPECK necessitates large run-time system memory, increases
the coder’s complexity due to multiple accesses of memory,
and requires proper memory management, therefore limiting
its applications in memory-constrained environments, such as
handheld multimedia devices and WMSNs. To overcome this
limitation, a listless SPECK (LSK) algorithm was proposed
by Latte et al. [43], which is discussed in the next section.

C. Listless SPECK (LSK)

LSK [43] is a listless implementation of the SPECK [21]
algorithm. LSK follows the partitioning rules of SPECK with-
out using any list. State information is kept in a fixed-size array
that corresponds to the array of coefficient values, with two
bits per coefficient to enable fast scanning of the bit planes.
LSK uses special markers similar to those used in NLS [41],
which are updated at partitioning. The skipping of blocks of
insignificant coefficients is efficiently accomplished using a
recursive Z-scanning scheme, also known as linear indexing.
The linear indexing offers computational and organizational
advantages, allowing the indexing of the array coefficients
with one index, instead of two indices. The LSK algorithm
uses static memory in the form of 2 bits/coefficient marker
memory to track the significant/ insignificant pixels/sets.

Replacing dynamic memory by static memory is advanta-
geous, but the memory requirement of the coder is still high,
therefore limiting its use in memory-constrained environments.
Our proposed ZM-SPECK algorithm, described below, is an
attempt to develop an efficient image coder for such applica-
tions, as it does not require any static or dynamic memory
for coding of wavelet coefficients. Furthermore, the memory
required at the transform stage of the encoder is reduced by
using the FrWF, instead of the forward DWT.

III. PROPOSED MEMORY-EFFICIENT IMAGE CODER

The low processing power and limited RAM of sensor
nodes are the major constraints in the processing of images
on wireless nodes. A low-complexity image coder with high
coding efficiency and low memory requirement is needed
for resource-constrained WSNs. The compression can also
save energy within the network, as the coding energy is
typically lower than the transmission energy [48]. We combine
FrWF with the novel zero-memory SPECK (ZM-SPECK)
algorithm to design a new image coder. The block diagram
of the proposed codec is shown in Fig. 1. The input image
is first transformed using the FrWF and then quantized and
coded using the ZM-SPECK algorithm. The bit-stream thus
generated is transmitted and the received bit-stream is decoded
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Fig. 2. Tllustration of linear indexing for an 8x8 image with 2-level

DWT: (a) linear index, (b) subbands at different resolution levels, and (c) linear
index of each subband and size.

by the ZM-SPECK decoder. Finally, the image is reconstructed
using the traditional inverse DWT.

The proposed zero memory SPECK (ZM-SPECK)
algorithm is a novel implementation of the SPECK algorithm
without the use of any lists or markers. The objective is
to reduce the dynamic memory required by the codec to
encode/decode wavelet coefficients. In order to reduce the
memory requirement at the transform stage, the proposed
image codec uses the FrWF. The transformed image, which
is usually stored in raster fashion, is then converted into a
linear index array [54], described in Subsection III.A. The
ZM-SPECK algorithm avoids the use of lists by exploiting
the properties of linear indexing.

A. Linear Indexing

Linear indexing allows the addressing of a two dimensional
(rows, columns) array with a single index. Let M and N be
the numbers of rows and columns of a 2-D array X, and let
m and n be the row and column indices of a coefficient in
that array. The linear index I of the 2-D array X, varying in
the range of 0 to M N—1, can be obtained by interleaving the
bits of the binary representations of m and n [54]. Fig. 2(a)
illustrates the linear indexing of a 2-D array for an 8 x 8 image
with two level dyadic wavelet transform.

In a dyadic wavelet transformed image, the resulting sub-
bands form a pyramidal structure, in which low resolution
subbands are at the top of the pyramid and higher resolution
subbands are towards the bottom of the pyramid. At each reso-
lution level (except the topmost), there are three subbands, one
each in the three spatial resolutions, as illustrated in Fig. 2(b).
The linear indexing arranges the wavelet transformed coeffi-
cients in Z-scan order by positioning the coefficients belonging
to low resolution subbands earlier in the linear-indexed array,
than the coefficients of higher resolution subbands. Further,
the number of coefficients in any subband is related to the
number of coefficients in the LL-subband (with some integer
power of 4 as multiplicative factor), as evident from Fig. 2(c).
The linear indexing can be utilized to support the operations
on coefficient positions that are needed for tree- or block-
based wavelet image coding algorithms. The symbols and set
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TABLE I
SET STRUCTURES IN 2-D ARRAY (USED IN ORIGINAL SPECK [21]) AND LINEAR INDEX ARRAY (USED IN PROPOSED ZM-SPECK)

L level dyadic wavelet transformed 2-D array C of size (M x N)

L level dyadic wavelet transformed linear array 3 of length N,i,=MN

2&[% . M N Stroor =) -0<k<A h A — NI"X
Root set Sgo? = CN.OSk<2—L,OSl<2—L 0 =93, 0=k <Agpor, Wheredgoor = 4t
S Set Si'f/:"={Ck‘,:i§k<i+m j£l<j+n}. Sf:{Sk:isk<i+ﬁ,;iisthestaningindex,/”tissetlength}.
d mn mn mn mn . A A A A
Qua Set of Quad, O] = {822,822 |§22,,§22 . Set of Quad, O} = S,“,S4,1,S4),S“u
Partition k4 / AR e RV i+ e
M -
I'set I = {Ck‘, iy Sk <Moo <1< Nig =012, such thatq < L} 1, =13, i<k <N, ;i =4"Apor»q = 0,1,2,..such that g < L}

Octave band
partition

!

1,=1{5/.5%,.8,. 1.}

structures used in the original SPECK algorithm, which uses
2D indexing, and the proposed algorithm, which is based on
linear indexing, are defined in Table I.

In order to understand the usefulness of linear indexing
in block-based wavelet image coding algorithms, such as
SPECK, consider an L level wavelet transformed image of size
M x N. The number of subbands in the transformed image
is3L+1.Letk (k=1,2,3,...,3L+1) represent the index of
the subbands, whereby k = 1 is the index of the LL-subband.
Then, the number of coefficients (which we refer to as set
length 4) in each subband set, at various resolution levels, is

for k = 1,2, 3,4 (resolution level L)

4L ’
k—2
/1[7 :4p/1ROOT» where p= LTJ s for k > 5.

AROOT =

ey

We have observed several interesting properties of the linear
indexing for square size (M = N = 27, p is an integer) dyadic
wavelet transformed images that are useful for tracking the
wavelet coefficients [55]:

Property 1: If Sf represents a subband set, then the set
length A is one of the factors of starting index i. In particular,
the set length 4 of a subband set is the highest integer power
of 4 by which starting index i of the set is completely divisible.
Thus, for a set Sf with linear starting index i, the set length A
can be evaluated as.

A = max[4'],
I+ — Set of positive integers. 2)

subject to % ely &tely,

Property 2: The initial index i and set length A of a given
set SA are sufficient to obtain the indexes and set lengths of
the quad partitioned subsets of the set SA

In linear indexing, the first quad- partitioned subset is
obtained by setting the set length to one fourth of the set
length of the original set. For the remaining three subsets, the
set lengths remain equal to that of the first subset (Table I)
and can be evaluated from its starting index using Eqn. (2).

Property 3: The octave bands (set I in SPECK) can be
identified as the set of coefficients with starting index i such
that set length A, obtained from i using Eqn. (2), is equal to
the index i itself.

In the SPECK algorithm, an / set represents the set of
coefficients of the transformed image that have not yet been
processed as S sets. After processing the S sets, the I set is
processed and if the [ set is found significant, it is partitioned
into three S sets and one I set [21]. With linear indexing,
an I set can be identified using Property 3 and the starting
addresses and set lengths of all sets generated due to octave
band partitioning can be determined. The initial / set will be
a set of coefficients starting from index Agpor to the last
coefficient of set . That is, the initial / set can be defined
as I =@ : MN — 1) = {S! U S5, U S, US(#i : MN — 1)},
where i = Arpoor and (@ : MN — 1) denotes the set of
contiguous elements starting from index i to index MN — 1 in
the linearly indexed array 3. Thus, once an I set is identified,
all its subsets due to octave band partitioning can be obtained
without using any lists or markers.

Thus, in a linear-indexed dyadic-transformed image, the
starting index of a subband set can be used to identify its
length (number of elements in that subband). This property
of linear indexing allows tracking the partitioned sets (octave
and quad partitioned sets) without any lists or markers. These
properties of linear indexing motivate us to implement the
SPECK algorithm without LIS, which is one of the main
contributions of this study.

B. Proposed ZM-SPECK Algorithm

Consider an image X of size N x N pixels which
is L-level wavelet transformed using the FrWEF. The trans-
formed coefficients are stored in a linear array S, that has
Npix = N? elements. The transformed image 3 exhibits a
hierarchical pyramidal structure defined by the number of
wavelet decomposition levels. The coefficients in the linear-
indexed array are automatically arranged according to the
scanning order depicted in Fig. 2(b). That is, the coefficients
of lower resolution subbands (lower indexed subbands) are
at the beginning of the array, whereas coefficients of higher
resolution subbands are positioned towards the end of the
array. The set length of the root set (LL-subband) S £ROOT g
Jroor = N?/4L. The encoding algorithm with the pseudo
code given in Table II is performed for each bit plane, starting
with the b bit-plane (b is the most significant bit-plane
number) and decrementing b by 1 down to O or until a
prescribed bit budget is achieved.



2580

TABLE II
PSEUDO CODE OF PROPOSED ZM-SPECK ENCODER

(1) Initialization:
Set number of elements in the array J to N,ix, Root set length to Azoor ,
and bit plane number b = L log, (max {‘ 3 b ]
(2) Sorting Pass:
Set starting index 7 of linear array Jto i =0,
threshold 7=2°, set length A = Aroor,

while(i<Nyix)

{
ProcessS ( Sl.l ) /% S set */
if (i=h && i = Aroot) ProcessI(I;); /% Iset */

}
(3) Quantization step update
Decrement b by 1 and go to step 2

ProcessS () /* Function for processing of block Sl_’1 =3(i : itA-1)*/

{
output ['y( Si’1 )
I/ (T S7)=0) i=ith;
else
{
if (A>4) {A=\/4; return; }
else Pscan (i, T);
}
EvalSL (i, )
}

/* significance of Sl,’1 set, Eq. (3)*/
/*skip insignificant set*/

/*significant set*/

/*Quad partition*/
/*Processing of 2x2 block set */

Process/() /* Function for processing of block 7= J(i : N-1)*/

output I'y(Z;)
If (To(1:)= 0) i=Npix;

/*output significance of 7/set, Eq. (3)*/
/*skip insignificant /set*/

}
Pscan () /* Function for processing of smallest block Si4 =30 i+3)*/
{

forj=0:3

{

output I'y(3(i +)); /*output significance, Eq. (3)*/
if (Tu(3(i +j)) = 1) output sign bit of J(i +j); /*New significant pixel*/
else if{ Ty(3(i +7))=NULL) output b™ MSB of J(i +/);

}

i=i+4 /*Increment the index*/
}
EvalSL () /* Function for evaluating set length A from first index i*/
{
while (bitand (i, 3L) =0) A =4A;
}

ZM-SPECK follows the set partitioning rules of SPECK,
but does not use any lists, state tables, or markers to encode
coefficients. The functionalities of the LIS of the original
SPECK are performed in the proposed ZM-SPECK algorithm
by exploiting the linear indexing properties. By using the linear
indexing, the set length of the next set to be processed can
be calculated from the starting index of the new set using
Eqn. (2), which is highest power of 4 that completely divides
the starting index.

As ZM-SPECK does not use any lists or markers, the
pixels or set states in a coding pass (or bit-plane) are not
preserved (and therefore not known in the subsequent passes).
Therefore, in the ZM-SPECK algorithm, each pass begins with
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the starting index ‘0’ and the set length as the length of the
root set. The algorithm is initialized by choosing the root set
(LL-subband) as S set. After an S set has been processed,
the index is incremented by the set length, giving the starting
index of the next S set. The set length of the new S set to be
processed is identified with Property 1 of the linear indexing.
During the process, a set may be found significant and needs
to be quad-partitioned. The quad partitioned subsets should
be processed first, before proceeding to the next set. This can
be readily achieved in the linear indexed array without any
reference to the original set, as explained in the following
paragraph.

1) Processing of Quad Partitioned Subsets: Let sets Sl.i,
S;Er ;> - - - have to be processed (in that order). Set Sf @s checked
for its significance according to Eqn. (3). If set S/ is found
significant, then it is quad-partitioned resulting in four subsets
A4 A4 A/4

S Si+i/4, Si+21/4, and Sﬂ;/af which replace the original

set S#. Now, the set Sf/4
the processing of the three subsets S

is processed first, followed by
I P o

. i+A/4> Ci22/4> Fi431/4°
and then S7 , (in order). The algorithm differentiates the
quad-partitioned sets from set Sf+ ;» as the set length of set
S{Er ; 1s four times the set length of the quad-partitioned sets.
To perform this function, ZM-SPECK performs an additional
bitwise AND operation of the initial index of the current set
with three times the previous set length. If the output of the
AND operation is non-zero, then the current set has the same
length as the previously processed set. Otherwise (if the AND
operation gives zero output), the current set has a set length
four times longer than the previous set.

2) Processing of Octave Band Partitioned Subsets: Initially,
the first / set used in SPECK is the set of the remaining
coefficients of the linear-indexed array S, formed by chopping
off SSROOT from § and is referred to as I = S(Agroor:
Npix —1). In ZM-SPECK, the presence of an [ set is identified
by the fact that the starting index i and the set length A
computed from the starting index are equal for the first Sf
set resulting from octave band partitioning. Octave band
partitioning can be identified by choosing the first set as Sf
and the next two sets having the same length, followed by the
next three sets of length 4i, and the process continues, until
the last three sets, each of set length Npix/4.

3) Significance Test for Merged Refinement and Sorting
Pass: The LSP used in SPECK is avoided in ZM-SPECK
by merging the refinement pass into the sorting pass. This
merging is achieved through a modified significance test
function. Specifically, in ZM-SPECK, the significance T'; (-)
of a set (S or I) or a coefficient against a threshold 7' = 2b,
where b is the bit-plane index, is determined as follows:

0 if max(S) <T
Ip(S) =11 if T < max(S) <2T 3)
NULL if max(S) > 2T.
According to Eqn. (3), a set is significant if it includes
either a newly significant pixel, or a pixel requiring refinement,
or both. However, the significant bit ‘1’ will be generated

only if it contains at least one newly significant coeffi-
cient (i.e., the maximum valued coefficient has a magnitude
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between T and 27). A magnitude of the largest coefficient
of the set greater than or equal to 27 implies that at least
one coefficient has already been found significant in earlier
passes and therefore needs to be refined in the current pass.
For such cases, the set is treated as significant but no extra
bit will be put out by the encoder. Thus, no coding overhead
occurs in processing the sets having refinement pixels as no
bit is generated during the significance test. A significant set
is iteratively partitioned until smallest sets of length 4 are
obtained. Once a smallest-size set is found significant, each
coefficient of the set is tested for its significance/refinement
and the sign bit is encoded for a newly significant coefficient.
The decoder can readily identify the sets with pixels requiring
the refinement using the significance test in Eqn. (3). That is,
in a set with a refinement pixel, the maximum valued pixel
will have magnitude greater than or equal to 27, and therefore
the decoder can be synchronized with the encoder. These facts
are exploited in ZM-SPECK to avoid the use of LSP.

The ZM-SPECK algorithm generates the bits in a different
order than the SPECK algorithm, as illustrated in Fig. 3. The
SPECK algorithm generates all refinement bits at the end
of each (except the most significant) bit-plane, whereas the
ZM-SPECK algorithm distributes the refinement bits over the
bit-plane. Due to this re-organization of bits (compared to
SPECK), ZM-SPECK may slightly degrade the decoded image
quality (compared to the original SPECK), if the bit-budget is
exhausted in the middle of a bit-plane. This is due to the fact
that some of the bits are used in refinements of the coefficients.
Therefore, the number of new significant coefficients (which
are mainly responsible for increasing the decoded image
quality) coded at that bit-budget may be reduced. However, if
the bit-budget is exhausted at the end of a pass (or bit-plane),
ZM-SPECK has the same performance as SPECK.

The ZM-SPECK algorithm performs all multiplication and
division operations by integer powers of 2, which can be
implemented by bit shifting operations. Further, the addition
operations needed during set partitioning can be implemented
with bitwise OR operations.

4) ZM-SPECK Decoder: The ZM-SPECK decoder is sym-
metric and follows the same algorithm as the encoder with
using input instead of output, and sets the bits and signs
of coefficients with an additional step to identify the sets
that contain coefficients requiring refinement. The decoder
performs mid-tread de-quantization for coefficients that are not
fully decoded.

5) Summary: The ZM-SPECK algorithm generates an
embedded bit-stream with progressive transmission and does
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not use any lists or markers, thereby reducing the
memory requirement and computational cost involved in
appending/sorting the dynamic memory or markers. Since the
decoder uses similar significance tests for each set as the
encoder, the decoder complexity is of the same order as
the encoder complexity.

C. Memory Requirement

In order to estimate the memory requirement of the image
coder shown in Fig. 1, suppose that the transform and coding
stages are performed sequentially. Let Mt and Mc denote
the memory requirements of the transform and coding stages,
respectively. The total memory required for coding an image,
MrtoTAL 1S

Mot = max(My, Mc). 4

It may be noted that Mt depends on the image size
and the implementation of the discrete wavelet transform
(conventional dyadic transform, lifting-based DWT, or FrWF).
For an image of size Nx N, the conventional DWT requires
2N? memory elements of four byte each for floating point
filter coefficients for low pass and high pass filtering of the
coefficients, while the memory required in floating point FrWF
is only 9N bytes.

The coding memory Mc depends on the implementa-
tion of the quantization and encoding algorithm used to
encode the wavelet coefficients. The original SPECK algo-
rithm implements the set-partitioning rules by maintaining
two lists, namely LIS and LSP, which are responsible for the
large memory consumption of the SPECK algorithm. For a
512x512 image, LIS and LSP require 18 bits to store the
address of a set and a coefficient, respectively. Assuming that
the numbers of entries in the LIS and LSP are approximately
one-fourth of the number of pixels in the image, the total
list memory required to implement the SPECK algorithm is
approximately 512x512x(18+18)/4 = 288 KB. Similarly,
the listless SPECK algorithm [43], which uses 2 bits per
coefficient marker, needs 64 KB of memory to store static
markers. On the other hand, the proposed ZM-SPECK algo-
rithm does not use any lists or markers. Therefore, ZM-SPECK
does not require any static or dynamic memory to store the
state information. Thus, for ZM-SPECK-based wavelet image
coding, the total memory requirement is equal to the memory
required at the transform stage, which can be minimized by
using the FrWF instead of the conventional or lifting-based
DWT.

D. Computational Complexity

In the SPECK algorithm, every time a quad or octave par-
titioning of significant S or I sets is performed, four new sets
are generated that result in appending four new entries to the
LIS and deletion of one previous entry form the LIS. In addi-
tion, SPECK necessitates memory management and multiple
accesses of linked lists, thereby increasing the time complex-
ity of the algorithm. On the other hand, in the proposed
ZM-SPECK coder, quad partitioning is emulated by using
one-fourth of the original set length as the new set length.
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Octave partitioning is emulated by using the starting
index of the I set as the set length of the first S set.
ZM-SPECK identifies a new set to be processed by com-
puting the set-length from its starting index using a bit-wise
AND operation. It may be noted that the cost of computation
of the new set length in ZM-SPECK is much lower than the
complexity of SPECK due to appending of memory, multiple
accesses of memory, and complex memory management.

Thus, the ZM-SPECK coding algorithm not only achieves
the absolute lowest memory (zero memory) requirement
but also reduces the computational complexity compared to
SPECK. The ZM-SPECK decoder has an additional step
(in comparison to the SPECK decoder) of identifying sets
with coefficients to be refined, thereby requiring significance
testing of sets. Thus, the complexity of the ZM-SPECK
decoder is almost of the same level as the ZM-SPECK encoder
complexity.

IV. SIMULATION RESULTS

In this section the rate-distortion (R-D) performance,
memory requirement, and computational complexity of the
image coder formed by combining the FrWF transform stage
with the ZM-SPECK coding stage is evaluated and compared
with other state-of-art coders on twelve standard gray scale
(8 bit/pixel) images of dimensions 256x256, 512x512, and
1024 x1024 pixels. The test images are taken from a stan-
dard image database (http://sipi.usc.edu/database). The images
of dimension 256x256 are ‘Bird’, ‘Cameraman’, ‘Clock’,
‘Goldhill’, of dimension 512x512 are ‘Lena’, ‘Barbara’,
‘Baboon’, ‘Cycle’, and of dimension 1024x1024 are
‘Airplane (U-2)’, ‘Airport’, ‘Man’, ‘Pentagon’. All images are
wavelet transformed with five levels of decomposition using
the Daubechies 9/7 filter, by either the fractional wavelet
filter (FrWF) or the traditional DWT. Floating point trans-
formed coefficients are quantized to the nearest integers, and
read into a linear indexed array. These coefficients are then
encoded using the SPIHT [16], SPECK [21], WBTC [25],
NLS [41], LSK [43], LMBTC [51], and proposed ZM-SPECK
algorithms. In sensor networks, decoding of the bit-stream is
typically done at workstations which are not constrained in
memory and processing power. Therefore, the reconstruction
is done using the traditional inverse DWT. All image cod-
ing algorithms are implemented using MATLAB7.0 and are
executed on a Windows 8.1 Netbook with Intel atom CPU
Z 3735F @ 1.33 GHz with 2 GB RAM and 32GB MMC
card. For a fair comparison, wavelet transforms (both DWT
and FrWF) and all coding algorithms are implemented on
the same platform. Since the coders generate embedded bit-
streams, the images are encoded only once at a bit rate of
1 bit/pixel, and are decoded at different bit rates from the same
embedded bit-stream. Unless otherwise specified, all reported
results are averages of the results obtained for all test images
of the corresponding size.

A. Coding Efficiency

Coding efficiency is generally measured in terms of the
average number of bits per pixel in the coded bit-stream to
achieve a minimum desired quality of the reconstructed image.
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TABLE III

IMAGE QUALITY IN TERMS OF PSNR, NUMBER OF PIXEL COEFFICIENTS
FOUND SIGNIFICANT FOR FIRST TIME, AND NUMBER OF REFINEMENT
BITS GENERATED BY SPECK, ZM-SPECK, AND LMBTC
FOR THE IMAGE ‘LENA’ (512x512)

SPECK [21] ZM-SPECK LMBTC [51]
>m - 2@ - 2@ -
= = =] = -] = = =]

Bit per §§b§~ 2 SZ25. 2. SZ 25, 2o

. o BU:‘OQJO U‘»—BL‘:ODO o= 3?4:@0)0

pixel - 5 =28 2.8 oﬁﬁq)*‘ﬁ 2.5 o & 5=.8 2.8
Bz Z HSE S 0ZZ 5EE S oz Z §Sg =
< 175) — Q [~ 7] . — [} < 175) Py [}
- | - L

0.005 20.81 258 29 2098 248 135 2079 238 134

0.01 2254 474 135 2249 433 385 2237 424 382

0.03125 25.64 1333 397 2571 1269 968 2555 1235 967

0.05 27.19 2177 970 27.02 1927 1938 26.99 1907 1930
0.0625 27.96 2757 970 27.83 2485 2273 27.76 2443 2254
0.75 28.59 3193 970 28.59 2969 2372 28.51 2922 2367
0.125 30.73 5745 2403 30.46 S011 4941 30.40 4923 4897
025 33.73 11597 5796 33.40 9979 10568 33.37 9897 10484

The objective quality of the reconstructed image is measured in
terms of the Peak-Signal-to-Noise-Ratio (PSNR), defined as:

2552

PSNR =10log;) — Q)
mse

where mse is the mean square error of the reconstructed
image g(x, y) with respect to the original image f{x, y). For an
N x N size image, mse is defined as:

1 N N
mse = ——= > D 1f (6, y) = glx, »IP. ©)

x=1y=1

Since ZM-SPECK wuses the set partitioning rules of
SPECK, it is of interest to compare their coding efficiencies.
Table III compares the coding efficiencies of the SPECK [21],
LMBTC [51], and proposed ZM-SPECK algorithms for the
image ‘Lena’ of size 512x512 pixels. It is worth to emphasize
here that the performance of all codecs is exactly the same,
irrespective of whether the wavelet transform is implemented
using the conventional DWT or the FrWF. We observe from
Table III that the coding efficiencies of ZM-SPECK and
SPECK are generally equivalent, with only small PSNR vari-
ations in the range —0.31~0.17 dB. It should be noted that
both algorithms have the same coding efficiency if an image
is decoded at a bit-rate that exhausts exactly at the end of a
bit-plane.

However, if an image is decoded at a bit-rate that exhausts
in the middle of a bit-plane (or pass), ZM-SPECK has slightly
inferior coding efficiency compared to SPECK (see Table III,
e.g., for 0.01 and 0.05 bpp). This is because ZM-SPECK
merges the sorting and refinement passes into the sorting
pass and treats the refinement pixels at par with newly found
significant pixels, except that no significance bit is outputted
for refinement pixels. Due to the merging of the sorting and
refinement passes in ZM-SPECK, some bits which are used
for finding significant coefficients in SPECK, are consumed for
refining coefficients that have been found significant in earlier
passes of ZM-SPECK. Therefore, ZM-SPECK has fewer bits
(particularly at the early stages of a bit-plane) for searching of
new significant coefficients. Since a bit corresponding to a new
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Fig. 4. PSNR vs Bit rate for ZM-SPECK, SPECK, SPIHT, WBTC, NLS, LSK, and LMBTC coders for image dimensions (a) 256x256, (b) 512x512, and

(c) 1024x1024 pixels.

TABLE IV

BD-PSNR GAINS (dB) oOF ZM-SPECK IN THE
RANGE 0.005-0.1 BIT PER PIXEL

Image SPIHT SPECK WBTC NLS LSK LMBTC
Size [16] [21] [25] [411  [43] [51]
256x256  0.73 -0.20 -0.22 070 035 039
512x512 1.32 -0.16 -0.03 137 036 0.36
1024x1024  2.18 -0.15 0.15 217 074 0.39

significant coefficient contributes more to the improvement of
the image quality (PSNR), than a bit used in the refinement
of a coefficient, a lower number of decoded new significant
coefficients implies lower PSNR.

If the bit-budget exhausts somewhere near the end of a bit-
plane, ZM-SPECK has slightly higher coding efficiency than
SPECK (for example at 0.005 and 0.03125 bpp in Table III).
This is due to the fact that although ZM-SPECK encodes fewer
new significant coefficients than SPECK, ZM-SPECK encodes
more refinement bits, and the overall gain in PSNR due to
refinement bits is higher than the loss of PSNR due to fewer
new significant coefficients. Further, we observe from Table III
that ZM-SPECK has higher coding efficiency than LMBTC for
almost all bit rates. This is because of the block-based nature
of ZM-SPECK.

Fig. 4 compares the coding performance of ZM-SPECK
with other state-of-the-art coders (SPIHT, SPECK, and
WBTC) and their listless versions (NLS and LSK, LMBTC)
for the test images of dimension 256x256, 512x512, and
1024 x 1024 pixels. We observe from Fig. 4 that in general,
the ZM-SPECK image coder has R-D performance equivalent
to the other coders. However, at very low bit rates, ZM-SPECK
outperforms other listless coders.

Table III and Fig. 4 indicate that the PSNR values of the
various coding algorithms at a specified bits/pixel setting are
very close to each other, suggesting a comparison in terms
of the Bjontegaard delta PSNR (BD-PSNR) [56]. Table IV
presents the BD-PSNR gain of ZM-SPECK with respect to
the other coders. We observe that ZM-SPECK outperforms
SPIHT, and other listless coders, such as NLS, LSK, and
LMBTC, but is slightly inferior to SPECK and WBTC.

B. Memory Requirement Analysis

The image communication through portable multimedia
devices and wireless sensor nodes is constrained mainly due to

TABLE V

MEMORY REQUIREMENTS (IN kB) OF WAVELET TRANSFORM AND
CODING STAGES OF SPIHT, SPECK, WBTC, Wi2l, NLS,
LSK, LMBTC, AND ZM-SPECK

2} © vy - o= =M
a A e - = 5 4 2 3 9 8 2
> = I 2 £ ¢ £ 5g¥ss
g = = & g2 &z 4 5s¢s
= m 0 175] B 3 N

0.01 05 03 06 11 32 16 1 0
g 003125 17 09 17 1132 16 1 0
E 0.0625 ., <, 36 17 35 L1 32 16 1 0
S 0125 74 30 70 11 32 16 1 0
025 132 58 125 1.1 32 16 1 0

0.5 241 114 238 1.1 32 16 1 0

0.01 2.1 12 25 18 128 64 4 0
o 0.03125 87 40 87 18 128 64 4 0
5 0.0625 165 79 156 18 128 64 4 0
& 0125 45 2088 45 160 323 18 128 64 4 0
025 625 325 593 1.8 128 64 4 0

0.5 1087 534 1036 18 128 64 4 0

0.01 90 53 104 3 512 256 16 0
S 0.03125 36.7 18.1 37.6 3 512 256 16 0
%’ 0.0625 o ¢ o0 700 322 671 3 512256 16 0
I 0.125 149.0 754 1429 3 512 256 16 0
S 025 3126 1450 2967 3 512 256 16 0

0.5 5469 254.6 5113 3 512 256 16 0

low computational power and limited available memory. Many
low-cost sensor nodes have only on-board memory of the order
of 10 kB [6]. The memory requirement of an image coder
with sequential transform and coding stages is the maximum
of the memory required at the transform and coding stages.
The working memory (RAM) requirements of the ZM-SPECK
coder and other state-of-art wavelet-based image coders, such
as SPIHT [16], SPECK [21], NLS [41], WBTC [25], and
LMBTC [51] with floating point FrWF and conventional
DWT implementation for image sizes N x N (N = 256, 512,
and 1024) are compared in Table V. We observe from Table V
that transforming images using FrWF requires much less
memory than the conventional DWT. To be more specific, the
FrWF requires memory in the range of 2.25-9.0 kB,
whereas the conventional DWT requires 0.5-8 MB
of memory for wavelet transformation of images of size
varying from 256x256 to 1024 x 1024 pixels. This is because
FrWF stores only three image lines in memory, whereas the
conventional DWT stores the entire image/coefficients in the
system memory.
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Fig. 5. Coding complexity measured in terms of time for ZM-SPECK, SPECK, SPIHT, WBTC, NLS, LSK, and LMBTC coder with FrtWF and DWT.

Encoding time for image dimensions (a) 256x256, (b) 512x512, and (c) 1024x 1024 pixels. Decoding time for image dimensions (d) 256x256, (e) 512x512,

and (f) 1024x 1024 pixels.

From Table V we also observe that ZM-SPECK
outperforms the other algorithms in terms of the coding mem-
ory requirement. This is because ZM-SPECK does not require
any static (for state tables/markers) or dynamic (for linked
lists) memory to store the significance states of coefficients
or sets. ZM-SPECK achieves essentially zero coding memory
requirements, irrespective of image size and bit rate. On the
other hand, the memory requirements of SPIHT, SPECK, and
WBTC grow with increasing bit-rate and image size. Their list-
less versions, namely NLS, LSK, and LMBTC, respectively,
require fixed-size static memory depending on image size, but
independent of the bit-rate. Although ZM-SPECK does not
require any memory to store state information in the form
of state tables, markers or linked lists, its execution requires
some program variables. Measurements indicated that the
ZM-SPECK program variables occupy approximately 44 bytes
of memory. Although the memory required by the Wi2l
coder is quite low (independent of bit rate, but dependent on
image size) [48], the Wi2l coder generates a non-embedded
bit-stream, making it unsuitable for scalable image transmis-
sion over heterogeneous networks.

The overall memory requirement of an image coder with
sequential transform and coding stages is the maximum of
the memory required at the individual stages. Therefore,
the memory requirement of the ZM-SPECK-based image
coder equals the memory required for the wavelet transform.
From Table V, we observe that for low resolution images
(256x256 and 512x512), the overall memory requirements
of the FrWF-based Wi2l and LMBTC codecs are the same
as those of the FrWF-based ZM-SPECK. For high resolu-
tion (1024x1024) images, the ZM-SPECK and Wi2l based
image coders require the least overall memory (of the order
of 9 kB) compared to all other coders. However Wi2l is a
non-embedded coder, which is not suitable for scalable image
network transmission.

From these results, it is evident that considering the over-
all memory requirement of an image coder (maximum of
transform memory and coding algorithm’s memory), FrWF
combined with the ZM-SPECK coding algorithm consumes
the least memory among all other options. Even for higher
resolution (1024 x1024), the overall memory requirement of
FrWF + ZM-SPECK is of the order of 9 kB, and therefore
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can be considered as feasible option for its implementation
on low-cost memory-constrained portable multimedia devices
and VSNs.

One may question the wusefulness of the proposed
ZM-SPECK coder, as it does not significantly reduce the
overall memory requirements for low resolution images com-
pared to the FrWF-based Wi2l and LMBTC coders, especially
considering the fact that it is targeted for portable multimedia
devices and sensor networks (where low resolution images
are dominant). However, we believe that the ZM-SPECK
coder is an important advance in low-memory image coding
as it achieves an absolute zero coding memory requirement.
Thus, any future advances in reducing the transform stage
memory requirement, when combined with ZM-SPECK, will
immediately result in reduced overall image coder memory
requirements.

C. Complexity Analysis

We evaluate the computational complexity (encoding and
decoding speeds) of the proposed ZM-SPECK codec by esti-
mating the computational time required for encoding the trans-
formed coefficients (obtained with FrWF and traditional DWT)
and decoding the bit-stream at different bit-rates. The encoding
time is the total time required for calculating the transform
as well as the time required for encoding the transformed
coefficients. The decoding time at a given bit-rate is the
time required for decoding the corresponding number of bits
in a bit-stream as well as reconstructing the image. The
complexity of the ZM-SPECK codec is compared with other
state-of-art-coders, such as SPIHT, SPECK, WBTC, NLS,
LSK, and LMBTC, in terms of encoding and decoding times
in Fig. 5. The encoding and decoding times are measured on a
Windows 8.1 Netbook with Intel atom CPU Z 3735F @
1.33 GHz having 2 GB RAM and a 32 GB MMC card.

From Figure 5, it is evident that the FrWF based
ZM-SPECK encoder has the lowest complexity in comparison
to other state-of-the-art coders, but slightly higher complexity
than LSK [43]. This saving in encoding time is due to the fact
that ZM-SPECK does not use any lists or markers, therefore
avoiding multiple memory accesses. That is, the time involved
in reading and writing of memory is much more than the time
required for computing the set size in ZM-SPECK.

Comparing the decoding times, we observe that ZM-SPECK
has shorter decoding times compared to SPIHT and SPECK,
but has longer decoding time compared to NLS and LSK.
This is due to the fact that the ZM-SPECK decoder conducts
additional significance tests to identify the sets with refinement
coefficients. Therefore, the computational complexity of the
ZM-SPECK decoder is comparable to that of the ZM-SPECK
encoder.

V. CONCLUSION

In order to meet the constraints of low-cost visual sensor
nodes and other portable multimedia devices, a low-memory
image codec is required. In this paper we have proposed a
novel FrWF-based ZM-SPECK image coder, which reduces
the memory required at the transform stage by using the FrWF,
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and reduces the memory required at the coding stage through
a novel Zero Memory SPECK (ZM-SPECK) algorithm.
Simulation results demonstrate that the proposed FrWF-based
ZM-SPECK coder requires very low transform memory and
zero state memory for encoding/decoding of coefficients.
Moreover, ZM-SPECK has reduced computational complexity
compared to the original SPECK algorithm, while preserving
the SPECK coding efficiency. Due to these features, the
proposed coder is suitable for resource-constrained devices,
such as portable cameras, PDAs, and sensor nodes of wireless
multimedia sensor networks (WMSNs). The FrWF-based
ZM-SPECK coder is fast in comparison to other state-of-the-
art coders at the expense of increased decoding complexity.
Sensor nodes in WMSN are extremely resource constrained
while sensor hubs have more resources; therefore lower trans-
form and encoding memory and lower encoding complexity
with increased decoding complexity make ZM-SPECK a suit-
able candidate for implementation in sensor nodes.

The ZM-SPECK coding algorithm presented in this
article has important implications for future research on low-
complexity multimedia processing in sensor nodes: Future
research on low-memory image coding should focus on reduc-
ing the memory requirements of the wavelet transform. Since
ZM-SPECK requires zero memory for coding the wavelet
coefficients, any reductions in transform memory requirements
will immediately translate into reductions of the memory
required for the overall image coder.
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