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The Arrayed-Waveguide Grating-Based Single-Hop
WDM Network: An Architecture for
Efficient Multicasting

Martin Maier, Michael Scheutzow, and Martin Reisslditember, IEEE

Abstract—Research on multicasting in single-hop wavelength- networks [1]. Indeed, several recent research efforts address
division-multiplexing (WDM) networks has so far focused on the metro gap, see for instance [2]-[7] and [43]. These efforts
networks based on the passive star coupler (PSC), a broadcastyre primarily directed at unicast (i.e., point-to-point) traffic.

device. It has been shown that the multicasting performance is Multidestinati . int-t ltiooint) traffic. h .
improved by partitioning multicast transmissions into multiple ultidestination (i.e., point-to-multipoint) traffic, however, is

multicast copies. However, the channel bottleneck of the PSC, €xpected to account for a significant portion of the load on
which does not allow for spatial wavelength reuse, restricts the metro networks. This multidestination traffic load is due to
multicast performance. In this paper, we investigate multicastingin - emerging applications, such as teleconferences, multimedia
asingle-hop WDM network that is based on an arrayed-waveguide gyream distribution, telemedicine, and distributed games, and

grating (AWG), a wavelength routing device that allows for . - S
spatial wavelength reuse. In our network, optical multicasting 'S further increased by the placement of content distribution

is enabled by wavelength-insensitive splitters that are attached Proxies in metro networks. With multicasting, a source node
to the AWG output ports. Multicasts are partitioned among the reaches multiple destinations by sending a single multicast
splitters and each multicast copy is routed to a different splitter - data packet, instead of sending multiple unicast packets. Thus,
by i.er;d'ng '} O”t"’;]d'fferer‘t waveI?ngtrlm(. We ?emc:lns'trate thatttr?e multicasting can significantly increase the efficient resource
fﬁi&%%@t’%gg pr:#gfn']gr?gé r]firwr%ruli::%gltIi?:fﬁz."%@mr\ri?anse (tran_smitter, channel) utiliza.tionfor muItildes_tina'Fiqn traffic and
of analysis and simulations, we also demonstrate that for a can improve the cost effectiveness, which is critical for metro
typical mix of unicast and multicast traffic the throughput-delay = networks.
performance is dramatically increased by transmitting multicast In this paper, we focus on single-hop WDM networks,
packets concurrently with control information in the reservation where source and destination communicate directly with each
medium access control protocol of our AWG-based network. - . . . .

other, without any traffic forwarding by intermediate nodes.

Index Terms—Arrayed-waveguide grating (AWG), multicasting, ~ Compared with multihop networks, single-hop networks have

partitioning, reservation medium access control (MAC), single-hop the minimum mean hop distance (unity) and do not waste any
wavelength-division-multiplexing (WDM) network, spatial wave- bandwidth for data forwarding. Th inale-h twork
length reuse. ' ' g. Thus, single-hop networks

have the potential to provide a higher channel utilization and an

improved throughput-delay performance compared with their

I. INTRODUCTION multinop counterparts [8].

ETROPOLITAN area (metro) wavelength-division- Since the mid-1990s, mullticasting over single-hop WDM
multiplexing (WDM) networks connect local aCCesyetwprks baged on the passive star coupler (PSC) has received
networks to the WDM backbone network. With the increasingPnsiderable interest [9]-[23]. With the emergence of the metro
speeds in access networks due to new technologies, such aJ&p. multicasting over PSC-based single-hop WDM networks
gabit Ethernet, xDSL, and cable modems, and the deploym&@# received renewed interest [24]—-[31]. A key problem with
of very high-speed backbone networks, metro networks dpllticasting in PSC-based networks is that the larger the
emerging as a bottleneck in the Internet. This bottleneck—cofulticast size, the more difficult itis to find free receivers at all
monly referred to as metro gap—calls for the development g¢stination nodes, especially in heavy traffic. As a consequence,
have to be pre-empted, resulting in a decreased throughput-
delay performance. To address this problem, ghetitioning
Manuscript received December 31, 2002; revised September 5, 2003. Tofsa multicast transmission into several subgroups has been
work was supported in part by the Federal German Ministry of Education ?P(Foposed [12]. Instead of sending a given multicast packet to
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Mathematics for Key Technologies (FZT86), Berlin, Germany, and in part i/ intended rece'vers at once, an _ImpI'OVE(_j t roug_ put-delay
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M. Maier is with the the Centre Tecnoldgic de Telecomunicacions dgylticast packet; each copy is received by a different destination
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http:/Awww.fulton.asu.edu/~mre). packets on different wavelengths to other free receivers. Thus,
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Fig. 1. Multicasting over an AWG with attached wavelength-insensitive combiners/splitters. A given transmission reaches all receiversalttéegiéultple
transmissions on different wavelengths reach different splitters.

an increased efficiency. The PSC, however, is a broadcast-atitibning the multicast transmissions and demonstrate that the

select device. Thus, each multicast copy is distributed not oWG-based network with itspatial wavelength reudeas the

to the intended receiver subgroup but to all receivers, whiglotential to achieve significantly better multicast performance

wastes power and bandwidth. Recently, it was shown thtatan the PSC-based networks. Next, in Section VI, we analyze

partitioning suffers from achannel bottleneclin PSC-based the transmission of a typical mix of unicast and multicast

single-hop WDM networks [29], [30]. This is due to the factraffic over the AWG-based network. For this typical traffic

that partitioning requires more wavelengths. Since the P$x scenario, we examine the transmission of: 1) multicast

does not allow for spatial wavelength reuse, the number pécketsconcurrently with spread contrahformation during

available wavelength channels is limited and this prevents nodkee periodic reservation phase of our MAC protocol (thus

from taking full advantage of the partitioning. increasing receiver utilization and multicast throughput) and
We investigate multicasting in a network that consists of &) unicast packets with spatial wavelength reuse. We summarize

arrayed-waveguide grating (AWG) and wavelength-insensitieair findings in Section VII.

combiners and splitters attached to the AWG input and output

ports. As opposed to the PSC, the AWG is a wavelength-routing [I. PRINCIPLES OF MULTICASTING OVER

device. Each multicast copy is routed to a different splitter by AWG-BASED NETWORK

s_e_ndmg Iton a d|ffer_ent wavele_ngth. Thus, a mUIt'CaSt 'S Pa - this section, we review the key properties of the AWG which

titioned among the different splitters, and each multicast copy,

. ved onlv b d hich ttached to th able efficient multicasting in a single-hop WDM network. In
IS received only by nodes which are attached fo the respectmgs paper, we consider a cyclic ANWG whose free spectral range

splitter. The splitters are used t(_) enable optical m_ulticasting an qual to the number of ports (times the channel spacing, to
are located at the network periphery. Each multicast paCketb'é consistent with the units). Without loss of generality, we

not duplicated until it reaches that splitter to which the COIT& sider an AWG with degreB = 2, i.e., a 2x 2 AWG, see
sponding receivers are attached. The saragelengtican be gy 1 | this example, four wavelengths are launched into

spa}tially reusedn order to send othgr multicast packets to othef,o upper input port of the AWG. Every second wavelength is
splitters. Therefore, compared with the PSC, the AWG progteq to the same output port. This period of the wavelength
vides a higher degree of concurrency which in turn improves tP@sponse is called free spectral range (FSR). W&use2 FSRs
throughput-delay performance of the system by means of pagf-the underlying AWG, each consisting of two wavelengths.
tioning and spatial wavelength reuse. To our knowledge thisAs\yavelength-insensitive 4 1 combiner is attached to each
thefirst paper to investigate multicasting in a single-hop WDMG input port. Similarly, a 1x 4 wavelength-insensitive
network that is based on an AWG splitter is attached to each AWG output port. Each splitter
This paper is organized as follows. In Section II, we discuggually distributes all incoming wavelengths to all attached
the physical properties of the AWG and the basic principles f@sceivers, resulting in splitting loss. Similarly, each combiner
multicasting over the AWG-based network. In Section I, weuffers from combining loss, as illustrated in Fig. 1. Several
describe the AWG-based network architecture. In Section Ixpproaches to compensate for these losses and other network
we outline the employed medium access control (MAC) préeasibility issues are discussed in [32] and [44]. In brief, one
tocol. In Section V, we study the throughput-delay performang@ssible solution is to place erbium-doped fiber amplifiers
for multicasting in the proposed AWG-based network an@EDFAs) between each combiner (splitter) and AWG input
compare it with the widely studied PSC-based networks. THhisutput) port, respectively. The advantage of splitters is that
section focuses exclusively on multicast traffic, i.e., all dathey allow for efficient optical multicasting. For example, in
packets are multicast packets. We reconfirm the benefigaef Fig. 1, the transmitter tuned to wavelength 1 has to send one
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Fig. 2. Multicasting with spatial wavelength reuse. Multicast transmissions can simultaneously take place on all wavelengths at each AW Gijpaswliihg
in channel collisions.

single data packet in order to reach all receivers attachedntnde is not equipped with a sufficient number of receivers or the
the upper AWG output port. This conserves transmitter amigstination node’s receivers are not tuned to the wavelengths of
channel resources. Note that if destination nodes of a givée arriving signals. Therefore, a packet may get lost at the re-
multicast group are attached to both AWG output ports viziver even though the transmission was absolutely channel col-
different splitters, the transmitter has to send the multicast déisdon free.) Using the control information each node acquires
packet twice. and maintains global knowledge. This knowledge is used for

Note that each transmitter (receiver) has to be tunable ovedatributed scheduling without explicit acknowledgment, which
least one FSR (consisting &f wavelengths) of the underlying results in improved channel utilization and decreased delay.
AWG in order to send (receive) data to (from) BIIAWG output

(input) ports in one single hop. To fully exploit alt FSRs, A. Multicasting With Spatial Wavelength Reuse
the transmitters and receivers have to be tunable veD ... As opposed to the PSC, the AWG allows for spatial wave-
wavelengths. Throughout this paper, we consider transmltt?és

. X : ngth reuse at all ports. Fig. 2 illustrates that all four wave-
and receivers with a tuning range &f- D wavelengths. As " . )
. ; ; lengths and an additional broadband signal can be applied at
demonstrated in this paper, due to the extensive reuse, 0

e . both combiners simultaneously without resulting in collisions
wavelengths and concurrent transmissions, our network achiev

good performance for realistic tuning ranges, ely..D = 8. 4F3he splitter output ports. (Note that data wavelengths and

As depicted in Fig. 1, a broadband light source signal, e_control slices overlap spectrally at the splitter output ports. In

light emitting diode (LED), is fed into the upper AWG input%ecuon I1l, we discuss how destination nodes attached to the

port in addition to the four wavelengths. The broadband signsal?“tter output ports are gble to separate the spgctrally overlap-
iin&yng data and control signals at the receiver side.) Generally,

signal (albeit attenuated) is routed to each receiver, irrespect\ﬁ/'éh aD x D AWG each wavelength can be spatially reued

X o : . es. On one hand, for a given transceiver tuning range- @i
at which splitter it is located. The broadband light source is ussvgvelengths, a smalb implies that more FSRE are used but

for the periodic broadcasting of control traffic (reservation re@so that a given multicast packet is received by more nodes at-

quests for data pac;kets) in our AWG-based netwc_)rk. Qur MA{ ched to the corresponding splitter. On the other hand, a large
protocol (see Section IV) ensures that each receiver is periodj- )
increases spatial wavelength reuse, reduces the number of

cally tuned to one of the control traffic slices to avoid receiver_ FSR®, and partitions a multicast into smaller subgroups.

collisions for the control traffic. (In WDM networks, there A€ tradeoff between spatial wavelength reuse, using multiple

two types of C(_)I!ision: channel collision and receiver C.O"iSiOq:SRs and efficient multicasting with partitioning is further in-
A channel collision occurs when two or more nodes simultane-

ously access the same channel. Thus, in Fig. 1 a channel céﬁﬁ—sugated in Section V of this paper.

sion occurs when two or more transmitters that connect to the ) ) ,

same combiner send control packets at the same time (ConﬁmMultlcastlng Concurrently With Control

traffic channel collision) or when they simultaneously send dataFor increased efficiency the control traffic is transmitted
using the same wavelength (data channel collision). A receiwging spreading techniques [33], as discussed in more detail
collision, also known as destination conflict, is said to occiughortly. The spreading allows for the simultaneous transmission
when two or more signals arrive simultaneously on differeif control traffic and data traffic. The spread transmission of
wavelengths at a given destination node, but not all of thettme control traffic in conjunction with the periodic tuning of the
can be received. This may happen because either the destinatemeivers to the control traffic slices provides opportunities for
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Node N since using tunable receivers not only improves the network
efficiency and performance by means of load balancing over
all wavelengths [35], but also enables efficient multicasting.
This is because all intended receivers can be tuned to the
corresponding wavelength the multicast packet is transmitted
on (which is the main topic of this paper).

In addition, each node uses a broadband light source, e.g., an

. off-the-shelf LED, for broadcasting control packets. The broad-

band LED signal (10—-100 nm) is spectrally sliced such that all

Fig. 3. Network architecture. receivers obtain the control information. The signaling is done

in-band, i.e., LED and LD signals overlap spectrally. In order to

AWG based

Node 2=

network

Transmitting Part Receiving Part distinguish data and control information, we employ direct se-
[Node I—— —{Node 1] guence spread spectrum technigues; at the transmitting part the
o psxf ftxs o control information is spread before externally modulating the
LED (for a feasibility study of this concept the interested reader
DxD . .o .
is referred to [33]). At the receiving part, the control informa-
T tion is retrieved by despreading a part of the incoming signal.
— | | — By using multiple spreading codes, several nodes could transmit
Sx1 1 x§ H 1 H iel
RN ToT thelr_ control packets at the same time, leading to code division
multiple access (CDMA). In this paper, we employ only one

single code, just to enable the simultaneous transmission of data
and control signals. This keeps the computational overhead at
the nodes low, thus ensuring network scalability [36].

Data 4—@\ . Data
. T RIEE IV. MEDIUM ACCESSCONTROL (MAC) PROTOCOL
Control -1 Spreaderl -| LED ~ -| Desple;\der} = Control
In this section, we discuss the MAC protocol, which controls
Fig. 4. Detailed network and node architecture. the access of the tunable transceivers to the shared wavelengths.

efficient multicasting. As studied in detail in Section VI, trans® Timing Structure

mitting multicast data traffic simultaneously with control traffic  The timing structure of our MAC protocol is schematically
is one of the key techniques for efficiently accommodating shown in Fig. 5. As illustrated? adjacent FSRs are exploited
typical mix of unicast and multicast traffic in the AWG-basedt each AWG port. Each FSR consistdbtontiguous channels,
network. where D denotes the physical degree of the underlying AWG.
Time is divided intccycleswhich repeat periodically. Each cycle
lll. AWG B ASED NETWORK ARCHITECTURE is further subdivided intd frames The frame format of one

Fig. 3 schematically shows the studied AWG-based singlyé/-‘a\’e'em-:’th IS de_p|cted in Fig. 6. Afram_e c.ontallﬁs N slots.
hop network architecture. (We focus here primarily on thEhe slot length is equal to the transmission time of a control
architectural features relevant for multicasting and refer tfR@cket (whichis discussed shortly). The transceiver tuning time
interested reader for more details to [32] and [44], where ti@SSumed to be negligible, which is a realistic assumption for
network is studied for unicast transmissions.) There Are electrooptic transcelvgrs with a tuning time of a few nanosec-
nodes, each attached to the network via two fibers. Evgﬂ‘gyds (and a small tuning range, e.n.; B = 8 wavelengths).
node uses one fiber for transmission and the other fiber foRCh frame is partitioned into the firdi, 1 < M < F,
reception. The network and node architecture is depicted SiPts (shaded region) and the remain{dg— M) slots. In the
more detail in Fig. 4. The network is based onDax D first M slots, control packets are transmitted and all nodes tune
AWG. A wavelength-insensitives x 1 combiner is attached their receivers to one of the corresponding LED slices (chan-
to each AWG input port and a wavelength-insensitive S nels) in order to obtain the control information. In each frame
splitter is attached to each AWG output port. The network, thudithin a cycle, the nodes attached to a different AWG input
connectsN = D - S nodes. Each node contains a laser diodeort send their control packets. Specifically, &llnodes at-
(LD) and a photodiode (PD) for data transmission and receptidached to AWG input port (via a common combiner) send
respectively. Both LD and PD are tunable ofeP wavelengths. their control packets in frame, 1 < o < D (see Fig. 5). (In
Fast tunable transmitters have been proven to be feasibleotder to allow for sufficient control throughput/ should be
a cost-effective manner in [5]. Similarly, electrooptic tunablehosen larger for increasing andvice versa Hence, afteD
filters (EOTFs) [34] are promising candidates for realizing fagtames (one cycle) all nodes have equally had the opportunity
tunable receivers, which are expected not to be significantly send their control packets, ensuring fairness. To make the en-
more expensive than their fixed-tuned counterparts. We ndike system scalable, the slots are not fixed assigned. Instead,
that fast tunable filters are currently less mature than famntrol packets are sent on a contention basis using a modi-
tunable lasers. However, we expect that the developmentfied version of slotted ALOHA (we deploy a version of reser-
fast tunable filters will attract more attention in the futureation ALOHA (R-ALOHA), for details please refer to [32],
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[44]). Control packets arrive at the receivers after the one-way Data packets

end-to-end propagation delay (i.e., half the round-trip time).
In the last F' — M) slots of each frame no control packets are | ] Data

sent, allowing receivers to be tuned to any arbitrary wavelength. |:| =

This freedom enables transmissions between any pair of nodes.

The parameteiM/ trades off two types of concurrency. During [ frome—| el Control
the first M slots of a given frame, control and data packets =

can be transmitted simultaneously, but only from nodes attached Mislots

to AWG input porto. In this time interval, packets originating frame

from other AWG input ports cannot be received. During the last (F slots)

(F — M) slots of each frame, on the other hand, all receivers &ig. 6. Frame format.
unlocked and can be tuned to any arbitrary wavelength. During

this time interval, data packets from any AWG input port camulticast group, otherwise, the bit is set to zero), or several bits
be received, thus allowing for data packet transmissions wiglenoting the corresponding multicast group. As illustrated in
spatial wavelength reuse (provided the data packet is no longgj. 6, the data packet can be of variable sizd < L < F,
than(F — M) slots). whereL denotes the length in slots. The type field contains one
bit and is used to enable packet and circuit switching. While we
focus on packet-switched unicasting and multicasting in this

If a node has no data packet in its buffer the LED and Lpaper, our protocol extends to circuit switching in a straight-
remain idle. When a data packet arrives at ngde< 7 < N, forward fashion; see [32] and [44] for a discussion on the
nodei’s LED broadcasts a control packet in one of tWeslots circuit switching aspects of our protocol. The error detection
of the frame allocated to the AWG input port that nades and correction coding is used by the receiver to detect and
attached to. The slot is chosen randomly according to a unifonarrect sporadic bit errors in the control packet, which due to
distribution. A control packet consists of four fields, namelythe generally extremely small bit error rates of optical systems
destination address, length, and type of the corresponding datal the passive nature of our single-hop network are very rare.
packet, and parity bits from error detection and correctioh large number of bit errors that cannot be corrected is almost
coding. In the case of a unicast packet, the destination addreseely due to colliding control packets and is interpreted as such
is the address of the (single) destination node. In the case dfyathe source nodes (which retransmit the control packets) and
multicast packet, the destination address might consisy of all the other nodes (which ignore the collided control packets).
bits where each bit represents a specific destination node (dieg¢hniques similar to [37] can be used for the error detection
a bit is set to one if the corresponding node belongs to thed correction coding in our distributed MAC protocol [38].

B. Control Packet Transmission
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C. Control Packet Reception and Data Packet Scheduling cast packet of length = F'. To see this, note that in the adopted

Every node collects all control packets by tuning its receivdffing structure a given node can send a packet of lefgth "
to one of the corresponding channels during the ficsslots (no matter whether unicast or multicast) only once in a cycle.

of each frame. Thus, it learns about all other nodes’ activitidd!'S IS because the receivers have to tune to the LED slice with

and whether its own control packet was successful or not. If 3¢ control information for the firsd/ slots of every frame. A

control packet has collided, nodeetransmits the control packetd1Ven node sends its control packets once per cycle, and only
in the next cycle with probability and with probability(1 — p) then is the transmitter able to reach the desired receiver(s) for

it defers the transmission by one cycle. The node retransmits fhe-onsecutive slots. Since the intended receivers of a multi-
control packet in this next cycle with probabiligyand so forth. cast packet can be located atAllsplitters the multicast packet

Successful control packets are put in a distributed queue at e ¥y have to be transmitteld times. Therefore, the scheduling
node. window has to be at leadd cycles long. Second, setting the
All nodes process the control packets successfully receivé’€duling window to the minimum number of cycles ensures
in the first M slots of a frame by executing the same schedhata nodp needs to mamtgm a scheduling table pf no more than
uling algorithm. We note that this distributed scheduling re? €yclesinto the future. This keeps the computational overhead
quires that all nodes receive the (uncollided) control packéts€ach node small, which is of paramount importance in very
correctly, which is ensured by the error detection and contrdfgh-speed optical networks.
coding as described in Section IV-B. We also note that the dis-
tributed MAC protocol may be affected by malfunctioning and
failing nodes, which has to be addressed by higher layer proto- V. MULTICAST WITH PARTITIONING AND
cols and is beyond the scope of this paper. SPATIAL WAVELENGTH REUSE
For the scheduling we employ the first-come-first-served andln this section. we study the transmission of multicast
first-fit scheduling algorithm, i.e., the data packets are sched- : ' Y
uled in the first possible slots on the lowest available Wavﬁ;lad(et raffic over the AWG-based network. We compare the
length. We adopt this simple greedy scheduling algorithm sin foughput-delay performance of the AWG-based network

e : : ,
in high-speed networks arbitration algorithms need to be of | \fjth the extensively studied PSC-based network. For this
complexity [16]. A multicast packet withh, 1 < A < D, des-

o) ; . o X
%I{Iudy, we consider only multicast traffic, i.e., each packet is
tination splitters is schedulefl times (each time for transmis-.

destined to a multicast group. The size of the multicast group,
sion on a different wavelength to a different subgroup of node

., the number of destination nodes, and the members of a
Note that these multiple transmissions require only one sin en multicast group are independently randomly drawn for
control packet, resulting in a decreased signaling overhead |

ch packet. The multicast group size is uniformly distributed
As discussed in more detail in Sections V and VI, w@ <" [1, N - 1_] nodes and the multicast group members are
consider two different variations of the first-come-first-servefformly distributed over all network nodes [&;] except the
firstfit scheduling algorithm. For the multicast-only traffiCtransmlttmg source node, as is typically considered in multicast

scenario considered in Section V, multicast packets from nodségd'es' 'The dgstma‘uon nodes of a given multicast packet
attached to AWG input poit, 1 < o < D, are scheduled in all are persistent, .€., are not renew_ed when_ the correspondmg
F slots of frameo of a cycle (i;:., oTuring the frame in WhiChcontrol packet fails and is retransmitted. A given packébrig

the source node sends control packets), as well as in the &CUp!eSF slots) with probabnltyq, 0<g¢<1and |sshor_t_
F — M slots of the otheiD — 1 frames of the cycle. occupiesF’ — M slots) with the compleme_ntary probability

In the unicast and multicast traffic mix scenario considered ™ ¢ Recall that on the AWG a long multicast packet from
in Section VI, multicast packets from nodes attached to Awg node attached to AWG input part1 < o < D, can only
input porto are only scheduled in thé' slots of frameo. In be _scheduled in frame of a given cycle, i.e., in the_ frame in
doing so, each transmitted multicast data packet benefits frgfiich the node sends control packets. Short multicast packets
the fact that all receivers are listening to the respective waJi2m @ node at pore are scheduled in frame as well as the
length (at least for the firs/ slots of that frame), alleviating Oter(D — 1) frames of a given cycle according to the adopted
the receiver availability problem and resulting in a high receiv8fSt-come-first-served first-fit scheduling discipline.
utilization. Unicast data packets are scheduled in the aforemenYVe consider the following commenly studied performance
tioned F' slots, as well as in the lagt” — M) slots of the re- Metrics.
maining D — 1 frames of a cycle, thus capitalizing on spatial * Mean transmitter throughpwtefined as the mean number
wavelength reuse. of transmitting nodes in steady state.

If there are not enough slots available within the sched- ¢ Mean multicast throughpulefined as the mean number
uling window (to be defined shortly) the data packets are of multicast completions per frame. (Multicast throughput
not transmitted and the corresponding source nodes have to is equal to the ratio of mean transmitter throughput and
retransmit the control packets in the next cycle. (Nodes which mean number of required transmissions in order to reach
lose the scheduling are aware of this because all nodes have all receivers of a given multicast packet. Thus, multicast
global knowledge and execute the same distributed scheduling throughput measures the multicast efficiency of each
algorithm.) packet transmission.)

The length of the scheduling window is setfbcycles for * Mean receiver throughputefined as the mean number of
two reasons. First, it takes up 19 cycles to transmit a multi- receiving nodes in steady state.
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Fig. 7. Mean transmitter and receiver throughput versus mean arrival r&ig. 8. Mean delay (frames) versus mean arrival rate (packet/frame) for PSC
(packet/frame) for PSC (without partitioning) and AWG-based single-hdpvithout partitioning) and AWG-based single-hop networks without spatial
networks without spatial wavelength reuse. wavelength reuse.

« Mean delaylefined as the average time in frames from thie same pair of one tunable transmitter and one tunable re-

generation of a packet until the completion of the multica§€1Ver for data transmission. In the PSC-based network, con-
transmission. trol is broadcast by using the inherent broadcast nature of the

. . o . PSC. Each node is equipped with an additional transceiver fixed
For the simulations in this section, the network parameters lrfﬁed 10 a separate wavelenath. Thus. in the PSC-based net-
set to the following default values: Number of nodés= 200, P gth. ’

the transceiver tuning range - R = 8 remains constant for work there are nine wavelengths, eight for data and one for con-

varying D and R, retransmission probability = 0.5, number trol transmission. Nodes ready to (re)transmit control packets

. are allowed to randomly accedd = 30 reservation slots in
of slots per frameF" = 200, number of reservation slots pereach frame of lenathi’ — 200 slots. using the same retrans-
frameM = 30, and scheduling window size of 64 frames. (The gt = ’ g

scheduling window is set to 64 frames to ensure a fair co Mission probabilityp = 0.5 as in the AWG-based counterpart.

parson f the considred nenwork confuratons i 01 14118 ould s he nsissionofcont peciet
2,4, and 8, of which theD = 8 configuration requires the 9 9

largest scheduling window of eight cycles, which translates in{he PSC-based network. This would improve the throughput-

. 4 d%lay performance if the slotted ALOHA control packet con-
64 frames.) The propagation delay is assumed to be no larger,. . .

. : ntion were a bottleneck. This bottleneck would result in a de-
than one frame. (The propagation delay is assumed to be na

larger than one frame since in the PSC-based network ther(teelgoratmg throughput-d(_elay performance for Increasing arrival
rafes, as demonstrated in [40]. As we observe from Figs. 7 and

no cyclic timing structure as opposed to the AWG based Org—:"however, the throughput and delay are stable for increasing

In the PSC-based network, each node is assumed to be able’to L o
. . arrival rates, indicating that the control packet contention is not
(re)transmit a control packet in every frame.) We assume thatall.” . . . .
L : a significant bottleneck.) Figs. 7—11 are obtained by setting the
nodes are equidistant from the central AWG (PSC), which can :
: X ) . ) .“mean arrival rate to {0.0001, 0.025, 0.05, 0.075, 0.1, 0.15, 0.2,
be achieved in practice with standard low-loss fiber delay Iln%s4 0.6, 0.8, 1.0}

or by implementing electrical delays at the nodes. (Note thatFig. 7 depicts the mean transmitter and mean receiver

the appropriate delays must be introduced both for the trans- .
) . . . : . throughput versus mean arrival rate. We observe that the
mitted signal leaving a node, as well as the incoming signa . : .
. . ; transmitter throughput in the AWG-based network is about
being received at the node to ensure that the signals from a )
) twice as large as in the PSC-based network, where the latter
nodes line up at the central AWG (PSC), as well as for the dis- ; S
one is assumed to operate without partitioning (the case where

tributed scheduling.) The mean arrival rate denotes the proba- PSC supportiogical partitioning is discussed shortly).

bility that an idle nc_)de ge_nerates a multicast papket gt the eﬂﬁs is because due to its wavelength-routing nature the AWG
of a frame. Each simulation was run for®6lots including a

warm-up phase of T0slots. The width of the 98% Confidenceprowdes (physical) partitioning such that nodes ready to send

intervals obtained with the method of batch means was alwaiéJ lticast packets are more likely to find free destination

smaller than 5% of the corresponding sample means ceivers for transmitting the corresponding multicast packets.
P g P ' Note that for allD € {2,4,8} the AWG provides the same

transmitter throughput of eight. This is due to the fact that with
a fixed transceiver tuning range &f - R = 8 the number of

In Figs. 7 and 8, we sef = 1.0, i.e., we consider only available wavelength channels is limited such that additional
long packets{, = F' = 200 slots) which cannot benefit from transmissions cannot take place even though the corresponding
spatial wavelength reuse in the AWG-based network. We corfestination receivers might be free. Hence, this figure confirms
pare the throughput-delay performance ddax D AWG with that partitioning can cause a channel bottleneck in the network.
D € {2,4,8} and a PSC-based single-hop WDM network. FoFhis channel bottleneck can be alleviated by spatial wavelength
a fair comparison in both networks each node is equipped witbuse, as discussed shortly. However, the physical AWG degree

A. Simulation Results
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D has an impact on the receiver throughput, as depicted
Fig. 7. While a 2x 2 AWG yields a larger receiver throughput
than the PSC, foD € {4,8} we observe the opposite. This

is due to the channel bottleneck caused by partitioning. To s>

this, recall that forD € {2,4,8} the number of transmitting @
nodes is equal to the maximum number of available Wavelen(D
channels. For increasing fewer nodes are attached to them
same splitter. Consequently, each transmitted multicast cop)E
received by a smaller number of destination nodes, resulti
in a decreased receiver throughput. (We do not show multici
throughput here since in the PSC-based network witha
partitioning multicast and transmitter throughput are the sam
Fig. 8 depicts the mean delay versus mean arrival rate 1
the PSC and) x D AWG-based single-hop WDM networks,

whereD € {2,4,8}. Only the 2x 2 AWG provides a smaller t'f,v% parti
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9. Mean delay (frames) versus mean transmitter throughput for PSC (with

tions) and AWG-based single-hop networks with and without spatial

delay than the PSC. This is because inxa 2 AWG-based net- wavelength reuse.

work with partitioning more nodes can transmit simultaneously
than in the PSC-based counterpart leading to a smaller del
Whereas forD € {4,8} the delay is significantly larger, since
for increasingD multicast packets have to be sent to more spli
ters. Each of those multicast copies is transmitted in a separ_
cycle, each consisting d frames. Therefore, with mcreasmgm
D not only the average number of required multicast copies tCCJ
also the cycle length increases, resulting in a larger delay. g
Concluding the discussion of the results in Figs. 7 and 8, =
note that theD x D AWG without spatial wavelength reuse is
essentially equivalent to a PSC with a (fixed) partitioning ¢
the receivers intd) groups. Thus, the results in Figs. 7 anc
8 provide also insights into the performance of multicastin
over the PSC with partitioning. We observe that the PSC wi..
two partitions outperforms the PSC without any partitions |p
terms of throughput and delay. We also observe that f

180
J —n— 2x2 AWG w/o reuse,
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10. Mean delay (frames) versus mean receiver throughput for PSC (with
0 partitions) and AWG-based single-hop networks with and without spatial

or more partitions result in a significantly increased delayavelength reuse.

reconfirming the results in [30]. In conclusion, the detrimental
effect of partitioning kicks in for extensive partitioning. For
moderate partitioning into two groups, on the other han
the throughput-delay performance is improved, not worsene

Therefore, for all following comparisons with the AWG, we._

use the PSC with two partitions, i.e., the receivers in trg
PSC-based network are divided into two groups comprisi
nodes 1 throughN /2| and| N/2]+1 throughN, respectively.
In Figs. 9-11, we investigate the impact of spatial wave
length reuse on the transmitter, receiver, and multics
throughput-delay performance of the AWG-based single-ht
WDM network and compare with PSC-based networks. Fi
this purpose, we set = 0, i.e., all packets have a length of
F — M = 170 slots which can be transmitted by spatially
reusing all wavelengths. Fig. 9 illustrates the mean delay versy

an D

(]

M

mean transmitter throughput of both PSC and AWG- base,g% partiti

—u— 2x2 AWG w/o reuse,
PSC w/ 2 partitions
—e— 4x4 AWG w/o reuse
—A— 8x8 AWG w/o reuse
= 2x2 AWG w/ reuse
® - 4x4 AWG w/ reuse
4 - 8x8 AWG w/ reuse

160
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Mean Multicast Throughput

Mean delay (frames) versus mean multicast throughput for PSC (with
ons) and AWG-based single-hop networks with and without spatial

networks. Note that compared with Fig. 7 the maximum tranwavelength reuse.

mitter throughput of the AWG-based network without spatial

wavelength reuse is smaller than eight, since frames are twb partitions multicast copies destined to the same splitter are

fully utilized due to the smaller packet size Bf— M slots. We
observe that by allowing for spatial wavelength reuse the trams

likely to experience receiver conflicts since on average each

ulticast copy is destined to more receivers for= 2 than

mitter throughput-delay performance of &llx D AWG-based D € {4,8}. As a result, there are many destination conflicting

networks is significantly improved witth € {2,4,8}. Note m
that for D = 2 nodes cannot fully capitalize on the increaseth

ulticast transmissions resulting in a modest transmitter
roughput. The problem of destination conflicts is mitigated

number of available wavelength channels. This is because whithdividing the receivers into more partitions. Hor= 4 more
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transmitters are likely to find the corresponding receivers frée a slice carrying the spread control traffic, thus alleviating

resulting in a transmitter throughput, which is more than twidfe receiver availability problem and 2) unicast packets in the
as large as the one of ax 4 AWG-based network without remaining frames, where they can exploit spatial wavelength
spatial wavelength reuse. Further increasing the numberrefise. In this section, we develop an analytical model to study
partitions toD = 8 reduces the throughput, which appears tie interplay between unicast and multicast traffic. We examine
be due to the smaller number of wavelength chanfels 1 how spatial wavelength reuse and multicasting concurrently
connecting each individual AWG input-output port pair fokvith control improve the overall throughput-delay performance

the fixed transceiver tuning range - D = 8. Overall, we Of the AWG-based network.

find that with spatial wavelength reuse ax44 AWG-based

network provides the smallest delay and the largest transmitfer System and Traffic Model

throughput which is more than twice that of a PSC-based\yg conduct an asymptotic analysis, which is exact in the
network_, which operates with two partitions but does not allo‘é’symptotic limitS — oo and gives good accuracy for finité,
for spatial wavelength reuse. as verified by simulations. Throughout our analysis, we assume
Figs. 10 and 11 show that spatial wavelength reuse also gt the propagation delay is no larger than one cycle, which is
nificantly improves the receiver and multicast throughput-delagasonable for metro networks. All nodes are equidistant from
performance of AWG-based single-hop networks. Again= the AWG. We let the mean arrival ratedenote the probability
8 is not a good choice to achieve an acceptable network p@at an idle node at AWG input postgenerates a new packet
formance, wheread) = 4 andD = 2 exhibit about the same right before the beginning of frame of a cycle. Similarly to
receiver and multicast throughput-delay performance improvsection V, a packet is eithésng (occupiesF slots) or isshort
ment. In terms of multicast throughput, i.e., the mean rate @ccupiesk slots, withl < K < F — M). Additionally, a
multicast completions, it is advisable to st = 2. That is, packet is either ainicastpacket (destined tone node) or a
with D = 2 the transmitter throughput is rather small (semulticastpacket (destined tall nodes attached to one splitter).
Fig. 9) but each transmitted multicast copy is received by mofeunicast packet is destined to any of thenodes (including
intended destinations attached to the same splitter translating sending node, for simplicity) with equal probability/V. A
into an increased receiver throughput (see Fig. 10) and fewaulticast packet is destined to any of thesplitters (including
required transmissions of a given multicast packet. Note thatthre splitter that the sending node is attached to) with equal
terms of receiver and multicast throughput & 2 AWG-based probabilityl/D. (We note that assuming that a given multicast
single-hop network outperforms its PSC-based counterpart pgcket is destined to all nodes attached to a given splitter helps
approximately 30%, where the latter one deploys the same pagsess the maximum achievable receiver utilization that can be
titioning but is unable to provide spatial wavelength reuse. achieved by the passive optical splitters that locally broadcast
each packet to all attached nodes. In the more general case,
where a locally broadcast packet is not destined to all attached
receivers, we expect a smaller receiver throughput. On the other
Up to this point, we have considered only multicast packefind, the transmitter throughput and multicast throughput are
traffic, i.e., each packet was destined to a random numlexpected to increase and the mean delay is expected to decrease
of 1,...,N — 1 nodes and we have examined the interplagince receivers are more likely to be free, allowing for more
between partitioning and spatial wavelength reuse. In contragtnultaneous multicasts. A quantitative analysis of this more
in this section, we analyze the transmission of a typical unicagtneral case is an interesting avenue for future work.)
and multicast traffic mix over the AWG-based network. In this As a shorthand, we refer to the four packet types (long, multi-
traffic mix a certain portion of the traffic is unicast while thecast), (long, unicast), (short, multicast), and (short, unicast) with
remaining traffic is multicast. We focus on the interplay betweehe tuples{, a), (I, 1), (s, a), and 6, 1). Letp; o, p1.1, ps,q, and
unicast with spatial wavelength reuse and multicast concurrently; denote the probabilities that a newly generated packet is of
with control traffic; we do not consider partitioning in thistype (, a), (, 1), (s, a), or (s, 1). Note thap; , + pi.1 + Ps,a +
section. The motivation for this study is as follows. The resuljs ; = 1. If a control packet fails (either in the control packet
of the preceding section demonstrate that spatial wavelengtintention or the data packet scheduling) the type of the corre-
reuse is beneficial for transmitting multicast traffic. Spatiadponding data packetis notchanged in our model, i.e., the packet
wavelength reuse is not possible during the reservation phayee is persistent. However, we do assume nonpersistency [41]
i.e., the firstM slots of every frame when the control packetfor the destination in our model, i.e., a new random destination
are transmitted. Thus, the reservation phase prevents the fnfide or splitter) is drawn for each attempt to transmit a control
exploitation of spatial wavelength reuse. Now consider thgacket.
transmission of a typical mix of unicast and multicast traffic. Now, consider the nodes attached to a given (fixed) AWG
For unicast traffic the wavelength channels are the primairyput porto, 1 < o < D. These nodes send their control packets
bottleneck and receiver availability is typically not a problemnin frameo of a given cycle. We refer to the nodes that at the be-
hence, spatial wavelength reuse (which alleviates the changiening of frameo hold an old packet, that is, a control packet
bottleneck) brings dramatic benefit for unicast traffic [2], [43]that has failed in control packet contention or data packet sched-
Multicast traffic also benefits from spatial wavelength reusejing, as ‘backlogged We refer to all the other nodes aille.”
but typically receiver availability is its primary bottleneck. Thidet n be a random variable denoting the number of idle nodes
suggests to schedule: 1) multicast packets in the frame wahAWG input porto. Let p; o, pi.1, Ps,a, andps,; denote the
the reservation phase, during which all receivers are tunpobbabilities that a given node at partis to send a control

VI. MULTICASTING SIMULTANEOUSLY WITH CONTROL
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packet corresponding to a data packet of typa), (I, 1), (s, collisions (i.e., two or more packets being destined to the same
a), or (s, 1) next. Again, note tha; , + P11 +ps.a +Ps,1 = 1. receiver at the same time).

We expect, for instance, that, is larger tharp; , since long 1) Channel Constraint:First, we examine the wavelength
multicast packets are more difficult to schedule than the othemannel constraint. Consider the scheduling of packets from a
packet types and, thus, require more retransmissions (of conggivlen (fixed) AWG input porb to a given (fixed) AWG output

packets). portd over the scheduling window @ frames. Over this sched-
uling window the AWG provideg parallel wavelength chan-
B. Analysis of Control Packet Contention nels during the longX slot) transmission slot, i.e., during the

frame in which the nodes at pastsend their control packets.

First, w Icul he pr ility th iven control sl : .
st, we calculate the probability that a given control slot During each of the remainin@D — 1) frames, the AWG pro-

out of the available\/ control slots in frame contains a suc- . . i .
cessful control packet. A given control slot contains a succeé/éc—jeS a.short{’ — M slot) transmission slot; each again wiih

fully transmitted control packet if either: 1) it contains exactl;?""r""”eI Wavelength channels. . .

one control packet corresponding to a newly generated d%’tryow’ we .conS|der ihe schec_julmg of th? four d'ﬁere'f“ types
packet (from one of the idle nodes) and no control packet fro packets in these transmission slots. First, we consider each

the backlogged nodes or 2) it contains exactly one controlpaci?é:?'t‘:ket type in isolation. Clearly, we can schedule at most

.one (, a)-packet during the scheduling window. To see this,
from & backlogged node and no control packet from an i nenote that a long packet can only be scheduled during the long

node. Hence o : X .
transmission slot. Also, a multicast will occupy all receivers at
o o\1-1 p\S—n the considered destination pettduring the transmission slot.
PE (1 B M) (1 B M) Formally, we leta, « = 0, 1, denote the number of scheduled
D p\S—n-1 o\ (I, a)-packets.
+(5— ")M (1 a M) (1 - M) 1) Next, we considerl( 1)-packets and lét denote the number

of scheduled [{ 1)-packets. Long packets can again only be

where we assume that the number of control packets fravgheduled during the long transmission slot. For unicast packets,
idle nodes is independent of the number of control packe ignore receiver collision, as their impact is typically small

from backlogged nodes, which as our simulations indicate [, [43]. Hence,0 < b < R.
reasonable. Packets of types a) could be scheduled in the long trans-

Recall from our traffic model in Section VI-A that eachmission slot, as well as in the short transmission slots. To ex-

packet is destined to any one of theAWG output ports with amine the effect of multicasting concurrently with control, we
equal probabilityl/D. Thus, the number of control packetsschedules, a)-packets only in the long transmission slot and let
corresponding tol( a), (I, 1), (s, a), (s, 1) data packets that: ¢ denote the number of scheduled ¢)-packets. Note that an

1) originate from a given AWG input podt, o = 1,...,D; (s, a)-packetoccupies all receivers at the considered destination
2) are successful in the control packet contention of framesplitter for a duration of<” slots. Hence) < ¢ < [F/K].

(of a given cycle); and 3) are destined to a given AWG output Finally, note that £, 1)-packets can be scheduled in both the
portd,d = 1,..., D, are distributed according to the binolong and the shorttransmission slots. Wedldenote the number

mial distributions BIN (M, kpi.o/D), BIN(M,rp.1/D), ©f(s,1)-packets thatare scheduled in the scheduling window of
BIN(M, ki, o/ D), andBIN (M, rp. 1/ D), respectively. D frames. Clearly

C. Analysis of Packet Scheduling 0<d< { {EJ +(D-1)- {F ;(MJ } - R. (2)

We now proceed to calculate the numbers of successfully K
scheduled packets. Recall that the numbers of packets to be coMe have considered the scheduling of one packet type in iso-
sidered for the schedule from a given AWG input port to a givdation so far. To complete our model we need to consider the
AWG output port are distributed according to the binomial discheduling of combinations of the different packet types, as well
tributions given at the end of the preceding section. Ket, as the receiver collisions. Note that receiver collisions due to
Xi1, Xs 0, andX, 1 be random variables denoting the numbeanulticast packets of a give typel [@) or (s, a)] from a given
of packets of typel(a), (/, 1), (s, a), and §, 1) that: 1) originate  AWG input port are accounted for in the above limits doand
from a given AWG input porb, 0 = 1,..., D; 2) are successful b. We examine the receiver collisions due to transmissions by
in the control packet contention of framagof a given cycle); the other ports in the next section and return to the scheduling
3) are destined to a given AWG outputpadytl = 1,..., D;and of combinations of different packet types and receiver collisions
4) are successfully scheduled within the scheduling window dfie to transmissions from the same port in Sections VI-C3 and
one cycle. We calculatB[X; .|, E[X; 1], E[X,,.], andE[X, 1]  VI-CA4.
as functions ofp; 4, pi,1, Ps,as Ps,1, andk [which in turn is a 2) Receiver Constraintin our analytical model of the data
function ofn as given in (1)]. packet scheduling, we account for receiver collisions due to

The two critical resources (constraints) for the data packeiulticast packets. We allow multicast packets to be scheduled
scheduling are: 1) the wavelength channels on the AWG aftrdm the nodes at a given AWG input parto the receivers at
2) the tunable receiver at each of the nodes. Recall fraagiven AWG output portl at a given time only if there is not
Section IV that data packets are scheduled so as to avalteady a multicast or unicast packet from the same input port
channel collisions (i.e., two or more packets being transmittedr another input port’ # o scheduled to output podtat the
on the same wavelength channel at the same time) and receaarsidered time. Receiver collisions due to the packets from the
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scheduling window for corresp.
data packets from port 0 = 2

Nodes at
port o = 2 send D — 1 short trans. slots
control packets long

l trans.
slot Y
| il 1t 11 1 ||
cycle cycle cycle ——
port 1 sched. window

1 D — 1 preceding
scheduling windows
of ports o' = 1, 4, and 3

port 4 sched. window

port 3 sched. window ‘

Fig. 12. lllustration of scheduling of data packets from poet 2 for D = 4.

considered input port are accounted for in the channel con{l, a), (I, 1), and §, a) packets are again scheduled in the first
straints discussed in the previous section and the schedulabiligme—the long transmission slot—and the 1) packets are
conditions derived in Sections VI-C3 and VI-C4. In this sectiorscheduled in the long transmission slot, as well as the subse-
the focus is on how the transmissions from the other input pogeentD — 1 short transmission slots. As a consequence, the
o’ to the considered destination pdrinterfere with the trans- multicasts from the other porté do not interfere with the mul-
missions from the considered input perto portd. We note ticasts from the considered pertHowever, §, 1)-packets from
that throughout our analysis we ignore receiver collisions dtiee other ports’ may have been scheduled during the long
to unicast packets, i.e., when scheduling a unicast packet, wetidmsmission slot of the scheduling window of parMore pre-
not verify whether there is already another unicast packet (fraisely, (s, 1)-packets from nodes at the other pertsnay have
the same AWG input port or a different input port) destined theen scheduled for receivers at the considered destination port
the same destination port at the same time. Our simulationsdiduring the las{ F' — M) slots of the long transmission slot of
[2] and [43], as well as in Section VI-E of this paper account fggorto. These already scheduled ()-packets interfere with the
receiver collisions due to unicast packets and demonstrate thatteduling of multicast packets from port
this simplification gives very accurate results. We model this interference as follows. We divide the last
Recall from Section IV that the nodes at AWG input part (F — M) slots in the long transmission slot of the scheduling
o=1,...,D, send their control packets in frarneof a given window of porto into columnsof width K slots each. Similarly,
cycle. Suppose that a sent control packet is successful in the divide the(D — 1) short transmission slots into columns of
control packet contention. Then, we attempt to schedule the camidth K slots. Thus, there ar¢ := |(F' — M)/K | columns
responding data packet in the scheduling window that exteridghe long transmission slot and each of the short transmission
from frameo of the next cycle up to and including framie— 1)  slots. We refer to a column axcupiedif in the (D — 1) pre-
of the cycle thereafter, as illustrated in Fig. 12. Note that weeding scheduling windows of the other postsat least one
assume here that the propagation delay is less than one cy@lel)-packet has been scheduled in the column. Note that only
Also, note that in case = 1, the scheduling window coin- the columns in the long transmission slot and the f{if3t— 2)
cides with the cycle boundaries. Now, consider the schedulisgort transmission slots of the scheduling window of paran
window from frameo to frame(o — 1) more closely. It consists be occupied. Pott is the first to schedule data packets in the
of the long  slot) transmission slot and> — 1) short (F — M last short transmission slot of its scheduling window. Formally,
slot) transmission slots. Packets of types], (I, 1), and ¢, a) we letC be a random variable denoting the number of occupied
are only scheduled in the long transmission slot. Packets of tygumns in a given scheduling window of pettWe let
(s, 1), on the other hand, are scheduled in the long transmission
slot, as well as the subsequéit — 1) short transmission slots. m=PC=1), 0<I<(D-1) 3)
Recall that for scalability reasons the packet scheduling is done
on a first-come-first-served and first-fit basis. denote the steady-state probability thatolumns are oc-
Up to this point we have considered the scheduling of datapied. We will evaluate the steady-state distribution
packets from the nodes at a given AWG input perto = [ =0,...,(D — 1)¢, from a Markov chain model developed in
1,...,D, to the nodes at a given AWG output pettd = Section VI-C5.

1,..., D.Now, consider the scheduling of data packets from the For the scheduling of the multicast packets from powe

nodes at the other AWG input port§ o' = 1,...,D, o’ # o, need to take the number of occupied columns in the long trans-
to the nodes at AWG output poit The scheduling windows mission slot (i.e., the first frame) of the scheduling window of
of the other ports’ are staggered with respect to the schedulingprto into consideration. Multicast packets cannot be scheduled
window of porto, as illustrated in Fig. 12, for theD — 1) sched- in any occupied columns. Formally, [Etdenote the number of
uling windows that precede the considered scheduling windaecupied columns in the long transmission slot of the scheduling

of port o. In each of these preceding scheduling windows, thveéindow of porto. With the considered first-come-first-served
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and first-fit scheduling policy the packets from each port ai€or all feasible scheduling patterns we calculﬁ’gg,ycvd with
scheduled as early in the respective scheduling windows as pib&- recursion

sible. Hence ) K K
trea=Pinha {(1-5) + Hla+B+7+0)]
I' = min(C, ). (4) o Kbla . kP11
+ Pa—l,b,c,d ’ T + Pa,b—l,c,d ’ D

We now return to the analysis of the scheduling of combi- ‘ Kp , Kpor
nations of different types of packets. We consider the cases + P 5’“ + Pt Ts 9)
of I' = 0 occupied columns anfl > 1 occupied columns S o
separately. where

3) Scheduling With" = 0 Occupied Columns:We denote if (i, a+1, b, ¢, d) is feasible
the scheduling of combinations of packet types by the 5-tuple ( , _{ i.e., satisfies (5) and (6) (10)
a, b, ¢, d), which we refer to ascheduling patternThe first el- ., otherwise.
ementi in the scheduling pattern denotes the index up to which ’ . : .
the control slots in the considered frambave been inspected. it (i, a’_b +1 d) is feasible
Recall that the considered scheduling policy scans the controf’ e, sat_|sf|es (5) and (7) (11)
slots in increasing order of the index, that is, fram= 1 to Pr1, otherwise.
i = M. If a control slot is empty or contains two (or more) col- if (4, a, b, c+ 1, d) is feasible
lided control packets, then no data packet is scheduled. If a cons = i.e., satisfies (5) and (8) (12)
trol slot contains exactly one control packet, that control packet otherwise.

attempt to schedule the corresponding data packet. If the datg _ i.e., satisfies (5) and either (6), (7), or (8§13)
packet can be scheduled, then the corresponding cauritet, otherwise.

or d is incremented by one. If the data packet cannot be sched-

uled (because there are not sufficient free channel and/or Yée initialize this recursion wittP), ., = 1ifa =b =c =
ceiver resources), then the data packet fails in the scheduling anet 0, and Py, ., = 0 otherW|se and note that all undefined

is considered successful in the control packet contention and we . if (i, a, b, ¢, d+ 1) is feasible
{ DPs,1,

the counters,, b, ¢, andd remain unchanged. In summary, theP? , _ (e.g., those with negative, b, ¢, or d) are set to zero.

scheduling patterni(a, b, ¢, d) indicates that the control slots 4) Schedulmg With" > 1 Occupied ColumnsWe assume

up to index:, s = 1,..., M, have been scanned amgbackets throughout this section that

of type (, a), b packets of typel( 1), ¢ packets of typey a),

andd packets of typeg, 1) have been successfully scheduled. {KJ + {F — MJ = {EJ . (14)
We now establisschedulability conditiono verify whether K K K

a given scheduling pattern is feasible. The first schedulabilifyhis condition is not satisfied, the analysis of the scheduling

condition is

a+b+c+d<i.

Clearly, when we have scannédontrol slots, we cannot have

scheduled more thanpackets.
The second schedulability condition is

F-M
a:Lb:Qc:&OSdS(D—D-{

The third schedulability condition is

a=0,1<b< R, c=0,
F-M

OSdS(R—b)[gJHD—Q[ - J'R' @

The fourth schedulability condition is

=0,6=0,0<¢c< r
a_7_7_C_K7

K

with occupied columns becomes more complicated since the

specific order of the scheduling of the packets from the con-
®) sidered porb plays a role in the schedulability conditions; see
the Appendix for details. If (14) is satisfied, the schedulability
conditions withl" > 1 occupied columns are similar to the con-
ditions discussed in the preceding section, with the differences
that §) I' > 1 columns in the long transmission slot are not
available to §, a)-packets and thatif (/, a) packets cannot be

J -R. (6) scheduled. Thus, the first schedulability condition is as given by

(5). The second schedulability condition from the preceding sec-
tion (6) is removed from consideration. The third schedulability
condition is as given by (7) since we ignore the receiver colli-
sions due toq, 1) packets from the other ports arddX) packets
from porto. The fourth schedulability condition is modified to

F
=0,b=0,0<c¢<|=|-T
a ' / _c_\;KJ ,

ogdg{{gi—c+(D—1y{F;Wq}-R. (15)

packets from the other ports angl, @) packets from porb.

F F—-M This condition accounts for the receiver collisions duestdl]
0<d< {H e+ (D-1)- { J}R ®)

The receiver collisions witfis, 1) packets from pord are again

We refer to a scheduling pattery @, b, ¢, d) that satisfies ignored.
the first schedulability condition (59nd one out othe schedu-  We modify the definition of the scheduling pattern to the

lability conditions (6), (7), (8) ageasible Let P! be

4 denote 5-tuple (), 4, b, ¢, d) which indicates that givel' occupied

the probability that the scheduling patteind, b, c, d) arises. columns, the control slots up to indéxi = 1,..., M, have
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been scanned amgackets of typel( 1), c packets of typeq, a), Z the state transition probabilities; of the Markov chairC,,
andd packets of typeg, 1) have been successfully scheduledare given by

We Ieterycyd denote the probability that the scheduling pat-
tern [, 4, b, ¢, d) arises. For all feasible scheduling patterns, we rij = P(Cpy1 = j|Cn = i)

calculate" @, . , with the recursion = P(max{Z, i — &} = j|C,, = 1)
, , P(Z =j|Cp=1), ifj>i-¢
[ 1—1 K K, . . . e - .
"Qhea ="Qea { (1= 5) + Hlhra +B+7+0)} ={ P(Z<jlCu=1), ij=i—¢ (20)
‘ 5 , 5 0, ifj<i—¢
1—1 YUR 1—1 KPs.a ’
+ FQb—l,c,d ' D'l + FQb,c—l,d ) DI

To see this, note that as we make the state transition from the

+ FQZ._c_ld—l s 1 (16) scheduling window of pord to the scheduling window of port
- D (0o+ 1), the considered scheduling window advances one frame
where into the future and the firgt columns of the scheduling window
of port o are no longer considered. Also, note that the data
0, if (T, 7, b+ 1, ¢, d)isfeasible packets are scheduled in a first-come-first-served and first-fit
0= i.e., satisfies (5) and (7) (17) manner. Hence, th# first columns in the advanced scheduling

pr1, otherwise window are occupied by packets from porand themax{i —
07' if (I, 4, b, ¢+ 1, d) is feasible &, 0} first columns are oc_cupied by packets schgdulgd prior to

N = i.e., satisfies (5) and (15) (18) the data packet scheduling from pertThus, forj; > i — ¢

columns to be occupied in the advanced scheduling window,

<a, Otherwise .
Pasa; the data packets from pastmust occupy”Z = j columns. For

0, (I i, b ¢ d+1)isfeasible j = i—¢ occupied columns in the advanced scheduling window,
b= i.e., satisfies (5) and either (7) or (15X19)  the packets from port may occupyZ = 0, . .., j columns.
Ps,1, Otherwise. Next, we calculate the probabilitig(Z = j|C,, = i) for i,
j=0,...,(D—1)¢. First, we consider these probabilities for

We initialize this recursion witﬁQ?@d —1ifb=c=d=0, i=0.We havefor > 1
"Qy.q = 0, otherwise, and note that all undefinéd), . ,

(e.g., those with negativig ¢, or d) are set to zero. P(Z =j|C, =0)
5) Markov Chain Model for Number of Occupied Columns Rj
C: Inthis section, we derive the steady-state probabilities = Z Pﬂfmd
P(C=1),l=0,...,(D-1)¢,thatl columns in the scheduling d=R(j—1)+1
window of the considered post o = 1,..., D, are already oc- R (R=b)| £ | +Rj
1 / /
cupied by the other poris, o' = 1,...,D, o’ # o, when port n Z Z Pé\,{:,o,d

o begins its data packet scheduling. Toward this end, we con-

struct an irreducible, positive recurrent Markov chain with the P=ta=(R-b)| & [+RG-DH

statesC’ = 0,C = 1,...,C = (D — 1)¢. The Markov chain L£] ([ %&]|-c)R+Rj

makes state transitions in every frame. Specifically, we inter- + Z PM .. (21)
pretC,, as the number of columns in the scheduling window of 0 am(| £ |-y RG-1) 41 0c,

porto that are already occupied when the scheduling of the data .

packets from porb commences. After the data packets fron;torj = 0, we have

porto have been scheduled, the Markov chain makes a state tran-

sition. We interpre€’,, +1 as the number of occupied columns in (D—1)¢

the scheduling window of port+ 1, that is, upon the state tran- P(Z=0|C, =0)=1- Z P(Z =j|C, =0). (22)
sition the considered scheduling window moves one frame into =1

the future. (If porto = D was originally considered, thef, 1,
is the number of occupied columns in the scheduling window bfext, we consider the probabilities with< ¢ < £. We have

porto = 1.) forj > 1
Let Z be a random variable denoting the number of columns
in the short transmission slots of the scheduling window of port (R-0)| & | +Rj
o that are occupied bys( 1)-packets from porb when the P(Z = j|C, =i) = Z Z "'Q%,d

scheduling of the data packets from polis completed. When

. . b=1d=(R-b)| £ |+R(i-1)+1
counting the number of columns occupied by the data packets

from porto, we ignore whether these columns have already been L% (L] )RR Y
occupied by some other port or not. The number of columns + Z ‘Qo,c,d- (23)
in the long transmission slot of postthat are occupied by the =0 4=(| & |—c)R+R(j—1)+1

packets from porbd are not included irZ since the scheduling

window advances by one frame when peoiis done with the Furthermore, we have far> ¢ andj > 1

scheduling. Thus, the first frame of pefs scheduling window

is no longer included in pofb + 1)’s scheduling window. With P(Z =j|C, =1i) = P(Z = j|Cn = &) (24)
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and finally forl <i < (D —1)¢andj =0 This is because - n new packets are generated in each cycle by
the nodes attached to a given AWG input port. With probability

(D-1)¢ . . . .
_ N o 1/D each of the generated packets is destined to a given (fixed)
P(Z=0lCn=14) =1~ Z P(Z=jlCu=1). (25) awe output port (splitter). On the other hanfd, X | packets are
=t scheduled (and transmitted) on average from a given AWG input
With the calculated state transition probabilities, i, j = port to a given AWG output port in one cycle; in equilibrium as
0,...,(D — 1)¢, we find the steady-state probabilities [ = many new packets must be generated.
0,...,(D — 1)¢&, as the solution to The other four equilibrium conditions are
M=y Wi (26) E[Xia] = pra - B[X] (34)
' E[Xi1] =pi1 - E[X] (35)
E[Xs,a] =Ps,a - E[X] (36)
dmi=1 (@7) E[X.1] =pe1 - BIX). 37)
J

6) Expected Numbers of Scheduled Packaté& obtain the These hold because in equilibrium the mean number of sched-
expected number of scheduled packets as uled packets of a given type from a given AWG input port to a
given AWG output port in one cycle (LHS in the equations) is

E[X14]) =m0 - Z Plj\,{),o,d (28) equal to the number of newly generated packets of this type in
d one cycle (RHS in the equations).

£-1 " The first equilibrium condition (33) and any three of the four
EXia]=m0-Y b Pioat+ > m- D> b-'Quou conditions (34)—(37), along Wit . + fr1 + Pea + Pe1 =
b.d =1 b,d 1 give a system of five linear independent equations, which

can be solved by standard numerical techniques for the five
+ Zm .Zb . éQi‘fO ., (29) unknowns, pi.q, P11, Ps,a» aNdp, 1. These are then used to
I>e " ” calculate the expected numbers of scheduled packets from a
B -1 given AWG input port to a given AWG output port per cycle
o oM . 1M E[X,,.], E[Xi1], E[X;.] andE[X, 1] using the recursive ap-
ElX; o] =m0 Z ¢ Poocat Z g Z ¢+ Qe proach given in the preceding section.
ed =1 ¢ Based on the expected numbers of scheduled packets, we
evaluate the network performance metrics as follows. The mean

M
+ Zm : ZC : EQo,c,d (30) aggregate transmitter throughpliff is defined as the mean
12¢ ed number of transmitting nodes in the network in steady state and
£-1 o is given by
ElXs1] =m0 - Z d-Ply.q+ ZWI : Z d-'Qyeq
a,b,c,d =1 b,c,d THT =
Ny p2 . o (BlXie] + EXia]) + K- (B[Xsa] + E[Xq])
(D om | D> d-fQy. (31) F-D
1>¢ bed (38)

where the summations are over all feasible scheduling patteMste that in the considered scenario where all receivers of a
as given by the respective schedulability conditions (5)—(8) antllticast are located at one random splitter the mean aggregate

(15). multicast throughput (multicast completions per frame) is equal
_ to the mean aggregate transmitter throughput.
D. Network/System Analysis The mean receiver throughplif  is defined as the average

In this section, we establish equilibrium conditions for theumber of receiving nodes in the network in steady state and is

network. These equilibrium conditions result in a system @fiven by

equations that can be solved by straightforward numerical

techniques for the unknowng pi ., pi,1, Ps,a, @andp, 1, which THr=

in turn give the expected numbers of successfully schedulgg £S5 ElXia]+F-E[Xia ]+ K-S E[X, o]+ K-E[X, 1]

packets through the recursive technique given in the preceding F-D

section. (39)
For ease of notation let

The mean delay in the analytical network model is defined
E[X] = E[X1.] + E[X11] + E[Xs.] + E[Xs1].  (32) as the average time in cycles from the generation of the con-
trol packet corresponding to a data packet until the successful

Also, note that for large S we may reasonably approximate tigneduling of the data packet. Following the arguments in [2]
expected valué&[n] by . With this approximation the firstequi- 5 [43], we obtain

librium condition is

a

Sl
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Fig. 13. Mean aggregate transmitter and receiver throughput versus me 0,0 0,2 0,4 0,6 0,8 1,0
arrival ratec (pack_et/cycle) for different fractions, . + ps.o = {0%, 10%, Mean Arrival Rate
30%, 50%} of multicast packets (fraction of short packgts, + p,.1 = 0.75
fixed). Fig. 14. Mean delay (cycles) versus mean arrival rat@acket/cycle) for

different fractiong; o + ps,. = {0%,10%,30%,50%} of multicast packets
. (fraction of short packets, . + p..1 = 0.75 fixed).
E. Numerical Results

In this section, we conduct numerical investigations of thend a slightly smaller transmitter throughput. This is due to the
interaction between unicast and multicast traffic. This invesfiact that with an increasing fraction of multicast packets more
gation quantifies the benefits of multicasting concurrently witkeceivers are used, resulting in a larger receiver throughput. On
reservation control traffic in conjunction with unicast with spathe other hand, the transmitter throughput is slightly decreased
tial wavelength reuse. The default network parameters are se¢mge nodes are less likely to find free receivers, leading to a
follows: Number of node&/ = 200, number of available wave- smaller number of transmissions and thereby smaller transmitter
lengths at each AWG pof - R = 8, cycle lengthD - F' = 800  throughput. Note that analysis and simulation results match very
slots, number of reservation slots per frale= 40, retrans- well at low traffic loads. At medium to high loads, on the other
mission probabilityy = 0.8. We have also conducted extensivéand, the analysis provides a slightly larger receiver throughput
simulations of a more realistic network in order to verify the aghan the simulation. This is due to the assumed nonpersistency
curacy of the analytical model. As opposed to the analysis, éfi destination in the analysis. As opposed to the simulation,
the simulation a given node cannot transmit unicast packetsiiche analysis unsuccessful control packets renew the destina-
itself. Furthermore, in the simulation not only the packet typgon of the corresponding multicast packets. Consequently, in
(length, unicast or multicast) but also the destination of a giveiie analysis previously conflicting multicast packets are less
unicast or multicast packet are not renewed, i.e., are persisté¢iRbly to collide again and can be successfully scheduled re-
when retransmitting the corresponding control packet (recslilting in an increased receiver throughput. Overall the results
that the analysis assumes that the type of the packet is persistéedrly illustrate that scheduling multicast packets concurrently
while the destination is nonpersistent). In addition, the simul@dth reservation control in each frame significantly improves
tion takes all receiver conflicts into account, i.e., a given unihe receiver utilization.
cast or multicast packet is not scheduled if the receiver(s) of theFig. 14 depicts the mean delay (in cycles) for different frac-
intended destination(s) is (are) busy. Each simulation was rtionsp; ., + ps . = {0%, 10%, 30%, 50%} of multicast packets.
for 10 slots including a warm-up phase of®l8lots. Using the As expected, with increasing arrival rate the mean delay grows
method of batch means, we calculated the 98% confidence dfire to more channel and receiver collisions. Moreover, with an
tervals for the performance metrics, which were always small@treasing fraction of multicast traffic the mean delay becomes
than 4% of the corresponding sample means. larger. Again, this is because with increasing multicast traffic

Fig. 13 depicts the mean aggregate transmitter throughpiog receiver utilization is higher, resulting in more unsuccessful
(mean number of transmitting nodes) and receiver throughpaservation requests and retransmissions. Note that the analysis
(mean number of receiving nodes) in steady state for differgnields smaller delay values than the simulation. This is because
fractionsp; . + ps,a = {0%,10%,30%,50%} of multicast of two reasons. First, due to the destination nonpersistency in
packets. In all cases, the fraction of short data packetsis- the analysis, control packets are more likely to be successful
ps,1 = 0.75. Accordingly, the fraction of long data packets isind have to be retransmitted fewer times resulting in a smaller
p1,e+pi1 = 0.25. The AWG degree is settb = 4. Hence, the delay. Second, the definitions of packet delay are slightly dif-
number of used FSRs B = 2, the frame size equals = 200 ferent for simulation and analysis. In the simulation, the packet
slots, and short packets ake= 160 slots long. If the fraction of delay is defined as the time interval between packet generation
multicast packets is equal to 0% all packets are unicast and traasd end of packet transmission. In the analysis, the packet delay
mitter throughput is identical to receiver throughput. As showis defined as the time interval between packet generation and
in Fig. 13, increasing the fraction of multicast packets from 0%e time when the packet is successfully scheduled but not yet
up to 50% results in a dramatically larger receiver throughptransmitted.
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Fig. 15. Mean aggregate transmitter throughput versus mean arrivar raté:.ig' 17. M_ean delay (cycles) versus mean a_rrival ratgpacket/cycle) fo_r
(pgcket/cycle) for g%fergent ratios {0%,50%, 1%0‘3&} of short multicast packeg'ﬁe.rer.‘t ratios {0%, 50%, 100%} of short multicast packets (20% multicast
(20% multicast traffic fixed). traffic fixed).

120r increasing the number of short multicast packets leads to a
decreased receiver throughput, as depicted in Fig. 16. Thus,

or Sa o e there is a tradeoff between channel and receiver utilization.

o :é ol [0 - R Again, analysis and simulation results match very well at low
o : y traffic loads. However, at medium to high loads the analysis and
£ oo L ¢ N » simulation results exhibit some discrepancy. While we observe
< g PoA . i that the discrepancy is not that large for the case of 100% short
§ 2 40 _,," 0% short MG (A) multicast packets, the mismatch is more pronounced if the
= é R go/fggn“”“féfj\) amount of long multicast packets is increased. This is again
20l 50% short MC (8) due to the destination nonpersistency assumption made in the

3 o lowaeimow | analysis which resolves the destination conflicts as opposed

0 0:2 : 0;4 : 0:6 to the simulation resulting in a larger mean aggregate receiver

throughput.

Fig. 17 depicts the mean delay versus mean arrivalrdite
Fig. 16. Mean aggregate receiver throughput versus mean arrivabratedifferent ratios of short and long multicast packets {0%, 50%,
(packet/cy_cle) for differ_ent ratios {0%, 50%, 100%} of short multicast packetioo%}‘ We observe that with an increasing number of short
(20% multicast traffic fixed). . . ..

multicast packets the mean delay is decreased. This is because
in the presence of fewer long multicast packets, receivers are

In Figs. 15-17, we set the AWG degreelio= 2, the frac- more likely to be free. As a consequence, more data packets are
tion of long data packets tg, , + pi,1 = 0.25. Long packets scheduled resulting in fewer retransmissions of control packets
areL = F = 400 slots and short packets afé = 120 slots and decreased delay.
long. The number of reservation slots per framelis = 40
andR = 4 FSRs of the underlying AWG are used. 80% of the
data packets are unicast, i.e;; + ps;1 = 0.8. Accordingly,
20% of the data packets are multicast, i@, + ps,. = 0.2. We have investigated multicasting in an AWG-based
The multicast packets can be either only short, both short asidgle-hop WDM network. In the considered network, wave-
long, or only long. Specifically, we consider different ratiosength-insensitive splitters are attached to each AWG output
Ds,a/(Ps,a + Pr.a) = 0%, 50%, and 100% of short multicastport, allowing for efficient optical multicasting. For mul-
packets. ticast traffic, we have reconfirmed that the partitioning of

Fig. 15 shows how the mean aggregate transmitter throughpuilticast groups alleviates the receiver conflicts but creates
is increased by varying the ratio of short and long multicaast channel bottleneck. We have demonstrated that the spatial
packets. If 0% of the multicast packets are short, i.e., allavelength reuse in the AWG-based network effectively miti-
multicast packets are long, the transmitter throughput is ratlgates the channel bottleneck. For typical multicast traffic the
small. By increasing the number of short multicast packefVG-based network achieves more than twice the transmitter
from 0% up to 100% the transmitter throughput is significantlihroughput and roughly 30% larger receiver and multicast
increased; for 100% of short multicast packets the me#mroughput compared with the widely studied single-hop
aggregate throughput is roughly doubled. This is due to the fattworks based on the PSC, which is a broadcast-and-select
that without long multicast packets nodes ready to send shdevice that does not allow for spatial wavelength reuse.
multicast packets are more likely to find free receivers, which For a typical mix of unicast and multicast traffic we have
translates into an increased transmitter throughput. Howevexamined the interplay between multicast transmissions

Mean Arrival Rate

VII. CONCLUSION
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concurrently with spread control traffic and unicast transonsider a scenario where we first have thés6a)-packets
missions with spatial wavelength reuse. A reservation MA® schedule and then the 15, 1)-packets. To avoid receiver
protocol with a periodic reservation phase is employed in thellisions of the(s, a)-packets with thés, 1)-packets from the
AWG-based network to dynamically allocate wavelengthsther ports (which occupy the first column, i.e., slots 31 through
and receivers, thereby completely avoiding collisions of daf®, in the considered scheduling window), qrea)-packet is
packets. During the reservation phase all receivers are tunedtbeduled in slots 1 through 20 and the other fize: )-packets
spectrum slices carrying the spread control traffic. We fouradte scheduled in slots 51 through 150. Then, following the
that multicast transmissions concurrently with the spreadiopted first-come-first-served and first-fit scheduling policy,
control traffic effectively exploit the tuning of the receivers tdive (s, 1)-packets are scheduled in slots 21 through 40 and the
the control slices, resulting in significantly increased receiveemaining ter(s, 1)-packets are scheduled in slots 151 through
utilization. In addition, exploiting the spatial wavelength reus&90. Thus, there is no room for any additional packet. Note
for unicast traffic, which typically faces a severe channel bathat if we hadF = 199 and all other parameters as given in
tleneck, but no receiver conflicts, results in an overall improveatle example, then (14) would hold and we would not have the
throughput-delay performance. situation where the feasibility of a scheduling pattern depends
There are many interesting avenues for future work on multn the order of the packets.
casting over the AWG. One such avenue is to investigate logicaMore generally, whenever (41) hold$§, > 1, and an
partitioning in conjunction with (fixed) physical partitioning.(s, a)-packet is scheduled in sldf + K - T" 4+ 1 and onwards,
Note that in the AWG-based network each splitter locallshen there are slots “wasted” due to the packet ordering, as
broadcasts packets to the attached receivers. The physicalllustrated in the second scenario in the above example. For-
partitioning among the different splitters could, thus, be commally, we add an indicatarto the scheduling pattern to capture
bined with (local) logical partitioning at the individual splittersthis effect. The indicatoe is set to one if ar(s, a)-packet is
to further improve the multicasting performance. Another irscheduled in sloM + K - T" + 1 and onwardse is set to zero
teresting direction for future work is to consider multicastingtherwise. The scheduling patterhi, (i, b, ¢, d, ¢) indicates
over a hybrid network formed by operating an AWG in parallghat givenI” occupied columns, the control slots up to index
with a PSC. (A preliminary study of such &fWG|PSC for 4, ¢ = 1,..., M, have been scanned and(l,1)-packets,
unicast traffic is provided in [42].) ThRAWG||PSC network ¢ (s,a)-packets, andl (s, 1)-packets have been scheduled.
offers interesting tradeoffs for multicasting in that a multicagilso, if e = 1 then an(s, a)-packet is scheduled starting in slot
destined to receivers at one AWG output port could be cod + K - T + 1, and ife = 0 this is not the case. For the case
ducted over the AWG, while a multicast destined to receiversainsidered in this Appendix, the first schedulability condition
several AWG output ports may be more efficiently conductdd given by (5) and the second original schedulability condition

over the PSC. (6) is not considered. The third schedulability is as given by
(7). The fourth schedulability condition is replaced by
APPENDIX a:07b:070§c§{%J—ROgdg(\‘gJ—c)
In this Appendix, we analyze the packet scheduling with
1 occupied columns if R+ (D—-1)- {F ;{MJ ‘R, e=0 (42)
M F-M F
- =|=]. and
VIRl R T B

M F—
If (41) holds, as opposed to (14), then there are situations where 6=0,b=0,1<c< {fJ + { J -T,

the feasibility of a scheduling pattern depends not only on the M M F_
number of scheduled packets of the different types, but also tﬁ@x{m Q?J—l) R+ 1} <d< Q?Jw{—J —C>

K
order in which these packets are scheduled. Specifically, if (41) P
holds andl’ > 1, then the number ofs,a) and(s, 1) packets -R+(D-1)- {—J ‘R
that can be scheduled depends on the specific order in which ) (43)
e = 1.

these packets appear in the control slots. Consider an example
with F* = 200, M = 30, K =20, R = 5,andl’ = 1. In this
example,| M/K| + |(F — M)/K| = 9and |[F/K| =

Now, suppose that for a given scheduling window of a g|v
port we first have 15(s,1)-packets to schedule and the
6 (s,a)-packets. Since we can reasonably ignore potentigl ; r K K.

receiver collisions due t¢s, 1)-packets from other ports and Qheate =" Qhrnte - {(1_ 5) +5(pl7a+/3+7+5)}

We IetrQi «,d,c denote the probability that the scheduling pat-
tern C, i, b, ¢, d, e) arises. For all feasible scheduling patterns,
e caIcuIateFQ,, c.d.e With the recursion

(s, 1)-packets from the considered port in our analytical model el I{pl LT KDs,a
(see Section VI-E), the 165, 1)-packets are scheduled in the t Qe Qb c=Lde  Tp
first 60 slots of the considered scheduling window. The six LT nps LT KDs.a
(s,a)-packets are scheduled in the 120 subsequent slots. Thus, Qb € d Le’ Qb e=lde=1""Tp

there is room for one morg, a)-packet in this scenario. Next, (44)
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where [15]

B

Y

)

We initialize this recursion witF1“Q(b)7Qd78 =lifb=c=d=

e=20
"Qy.

=)

, if (T, 4, b+1, ¢, d, e) is feasible
. ! (45)
P11, otherwise [16]
, if (T, 4,6, c+1,d, e)or
= (T, 4, b, c+1, d, e+ 1)isfeasible (46) [17]
Ds,a, Otherwise
_fo, if (T, 4,0, ¢, d+1, e)is feasible
" | Ps1, Otherwise.

(47)  nsg

(19]
, aner27C7d7e = 0, otherwise and note that all undefined

4. (€.9., those with negative c, d, ore) are set to zero. [
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