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Abstract— We propose a cross–layer design for the real–time
streaming of prerecorded video with prefetching to clients in wire-
less CDMA networks. Our design exploits the recently discov-
ered temporal correlation structure of the multiple access inter-
ference (MAI) which enables accurate prediction of the MAI lev-
els. Based on the MAI prediction, we optimize the transmissions
of the video traffic so as to make judicious use of the radio re-
sources and therefore to achieve small video playback starvation
probabilities. A key component of our transmission control is
the Join–the–Shortest–Queue (JSQ) scheduling, which selects the
client with the smallest prefetched reserve for transmission (pro-
vided that the client’s predicted MAI is low). Our simulation re-
sults indicate that in typical scenarios, the starvation probabilities
using our cross–layer design with the MAI prediction, are at least
one order of magnitude smaller than of the conventional JSQ pro-
tocol with link probing at the link/MAC layer.

I. INTRODUCTION

Real–time streaming of prerecorded continuous media, such
as CD–quality audio clips, entertainment or instructional video,
or news video clips, is expected to account for a large por-
tion of the traffic in future wireless networks. The variabil-
ity of wireless link conditions, together with the high (bit rate)
variability and stringent timing constraints of continuous me-
dia, makes streaming in wireless networks very challenging. In
this paper we propose a cross–layer design for the real–time
streaming of prerecorded video to clients in wireless CDMA
networks. Our basic strategy is to overcome the variabilities
of the wireless links and the video traffic by prefetching parts
of the ongoing streams into prefetch buffers in the clients. We
propose a novel cross–layer design which integrates prediction
of the multiple access interference (MAI) with the scheduling
of the video frames. More specifically, our design exploits the
recent findings on the temporal correlation structure in the MAI
to predict the future MAI levels based on measurements of the
past MAI levels. (These measurements are standard in modern
wireless systems.) The MAI level predictions are utilized in our
transmission control. We control the code assignment (packet
scheduling), as well as spreading gain/coding rate, such that
the wireless transmission resources are utilized judiciously and
the video clients experience small playback starvation probabil-
ities. More specifically, priority is given to video clients with
small prefetched reserves according to the Join–the–Shortest–
Queue (JSQ) scheduling policy while making sure that the
spreading gain/coding rate is set such that packet transmissions
are successful (based on the MAI level predictions).

We note that video streaming over wireless links has recently
attracted a great deal of attention. The existing studies attempt
to overcome the challenges of wireless video streaming by em-
ploying a wide range of techniques, such as adaptive encoding
(e.g. [1], [2], [3]), hybrid automatic repeat request and forward
error correction (e.g. [4], [5]), adaptive resource allocation and
scheduling (e.g. [6]), and scalable encoded video (e.g. [7], [8]).
Our work has two unique aspects with respect to the existing
techniques. First, we exploit the buffering capability in the
wireless clients to prefetch segments of the ongoing streams.
The prefetched segments help in overcoming the variability of
the wireless links. Secondly, we exploit (rather than combat)
the burstiness of the wireless link conditions in that we incor-
porate physical layer MAI prediction, in our cross–layer de-
sign. Our techniques are largely orthogonal to the techniques
that have already been studied in the literature and may be com-
bined with the existing approaches to form hybrid schemes.

The contributions of this paper are threefold. First, we eval-
uate the JSQ prefetching protocol for wireless links [9] in a
more general setting. The evaluation in [9] focused on a single
cell serving only video clients, and orthogonal CDMA codes
were assumed. In contrast, we consider a multi–cell network
(with intra– and inter– cell interference) serving a mix of data
clients and video clients. In addition, we consider correlated
(pseudo–noise) CDMA codes for the different clients which are
more applicable to multipath fading environments. Secondly,
we propose a cross–layer design for video streaming, which
incorporates MAI prediction and controls the transmission ac-
cording to the amount of prefetched video (application layer)
traffic. Thirdly, we present simulation results that demonstrate
the benefits of the proposed cross–layer design. We find that
in typical scenarios, our cross–layer design achieves playback
starvation probabilities that are at least one order of magnitude
smaller than with the conventional JSQ scheme with link layer
probing [9].

II. SYSTEM MODEL

A. Overview of Wireless System

We consider the downlink transmission in a cellular CDMA
wireless system. Let C denote the number of cells under con-
sideration. Let Jc, c = 1, . . . , C, denote the number of users in
cell c. We consider a generic rate adaptive system [10] that
adapts the transmission (bit) rates in the downlink direction
(from a base station to one of its wireless clients) by varying



the number of used CDMA codes, or the spreading gain/coding
rate, or a combination thereof. Let Rjc denote the maximum
number of parallel codes that can be processed by the radio
front–end of client j, in cell c. Let Zjc(t), 0 ≤ Zjc(t) ≤ Rjc,
denote the number of parallel CDMA codes used for transmis-
sion to wireless client j in cell c. Throughout we assume that
the parallel codes used for transmission to a given client are
orthogonal, whereas the codes used for transmissions to dif-
ferent clients are correlated pseudo–noise codes. We initially
consider a system with a slotted time division duplex (TDD)
timing structure, which provides alternating forward (base sta-
tion to clients) and backward (clients to base station) transmis-
sion slots. We assume that (i) the clients acknowledge packets
sent in a forward slot by the end of the subsequent backward
slots, and (ii) the client feeds back its measured received signal
strength and interference level to the base station in every slot.
Both of these are standard features in 3G wireless systems, such
as UMTS and CDMA2000.

B. Multiple Access Interference (MAI) Model

Without loss of generality, we consider client j, in cell 1.
Let Ijc denote the total received power (interference) at client j
from the base station c, c = 1, . . . , C. Assuming the matched
filter is employed, the intercell MAI from cell c, c = 2, . . . , C
is approximately

Ijc(t) =

(

Jc
∑

l=1

Plc(t) · Zlc(t)

)

· gjc(t), (1)

where Plc(t) is the transmission power from base station c to its
client l, and gjc(t) is the fading coefficient from base station c to
client j. Similarly, the intracell MAI is approximately Ij1(t) =
(

∑

l 6=j Pl1(t) · Zl1(t)
)

·gj1(t). We assume that fading is due to

(i) propagation attenuation of the form d−3.5, (ii) log–normal
shadowing, and (iii) Rayleigh fading with a Doppler shift of
5Hz. We use a filtered Gaussian noise model in our simulations.
Let

IMAI
j (t) =

C
∑

c=1

Ijc(t), (2)

denote the MAI for client j, j = 1, . . . , J1, in cell 1.
Let SINRj(t) denote the signal–to–interference–plus–noise

ratio experienced by client j. In a large network with many
clients, SINRj(t) is well approximated by

SINRj(t) =
Pj1(t) · gj1(t)

σ2 + IMAI
j (t)/Gj(t)

, (3)

where σ2 is the variance of the ambient additive white Gaussian
noise and Gj(t) is the processing gain of client j in cell 1. In
spread spectrum systems, Gj(t) = W/Rj(t), where Rj(t) is
the transmission (bit) rate on a given code to client j in cell
1, and W is the bandwidth. A packet sent by the base station
on a given code to client j during a forward slot is considered
successful if the SINRj(t) is above a threshold γ throughout
the forward slot.

C. Wireless Client and Traffic Model

In our study we assume that each cell has possibly data
clients and video clients. Data clients receive data traffic, such
as web pages, e–mail, ftp, from their base station. We follow
the data traffic model studied in [11], where data transmissions
to a given client are conducted in a ON–OFF fashion. The ON
and OFF periods are modeled by heavy tailed distributions. The
heavy tailedness of the ON–OFF transmission process which
“modulates” the fading process gives rise to self–similarity in
the MAI process [11]. We exploit this self–similarity for in-
terference prediction and adaptive transmission control in our
MAI–JSQ cross–layer design.

Continuous media clients receive continuous media streams,
such a CD quality audio or video. Our focus is on the real–
time streaming of prerecorded variable–bit–rate encoded video.
Without loss of generality, we consider the video clients in cell
1. Let Jv (≤ J1) denote the number of video clients in cell
1. We assume that each video client receives one stream, thus
there are Jv ongoing streams in cell 1. We note that for the
prerecorded videos the frame sizes and the frame periods are
fully known when the streaming commences.

We assume that each video client j has a prefetch buffer
of capacity Bj (in bits). When a video client requests a new
video, the base station packetizes the video frames and trans-
mits the packets over the wireless link. The arriving packets
are placed in the clients prefetch buffer. The video playback
on the client’s monitor commences as soon as a few frames
have arrived. Under normal circumstances the client displays
frame n of stream j for its frame period, then removes frame
n + 1 from its prefetch buffer, decodes it, and displays it for
its frame period. If at one of these epochs there is no complete
frame in the buffer, then the client suffers playback starvation
and loses a part or all of the current frame. As measures for
the clients’ playback starvation probability, we define the fol-
lowing two probabilities. First, we define the information loss
probability of client j, PP

loss
(j) as the long run fraction of video

encoding information (bits) that misses its playback deadline at
client j. We define the average information loss probability as

PP

loss =
1

Jv

Jv
∑

j=1

PP

loss(j). (4)

Similarly, we define the frame loss probability of client j,
PF

loss
(j) as the long run fraction of frames that miss their play-

back deadline of client j and the average frame loss probability
as

PF

loss =
1

Jv

Jv
∑

j=1

PF

loss(j). (5)

For each video client j, j = 1, . . . , Jv , the base station
maintains two counters: p(j) gives the current length of the
prefetched video segment in client j in seconds, and b(j) gives
the current prefetch buffer occupancy in bits.

III. MAI–JSQ CROSS–LAYER DESIGN

We propose a novel cross layer design for minimizing the
loss probabilities of the video clients (while ensuring sufficient
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Fig. 1. Conceptual illustration of MAI–JSQ cross–layer design

quality of service for data users). The two key challenges in
providing good video quality at the wireless video clients are
(i) the burstiness of the VBR video traffic, and (ii) the bursti-
ness of the wireless link conditions (i.e., the SINR’s).

Our basic strategy is to build up prefetched reserves in the
clients’ prefetch buffers when the link conditions are good and
spare transmission capacity is available. These reserves allow
the clients to (i) play out very–high–bit rate scenes (e.g., action
scenes), and (ii) continue playback during periods of adverse
link conditions (e.g., long deep fades). The two ingredients of
our design are Join–the–Shortest–Queue (JSQ) scheduling and
Multiple Access Interference (MAI) prediction.

A. Outline of Approach
Our approach has four components, as conceptually illus-

trated in Figure 1. These are (i) measurement of signal strength
and interference at the client, (ii) prefetching buffering at the
client, (iii) MAI prediction at the base station, and (iv) adap-
tive transmission control at the base station. At the end of each
backward slot, each client j feeds back its measured received
signal strength over the expired slot and its measured MAI
IMAI
j (t) to the MAI prediction at the base station. During each

backward slot each client j also acknowledges all packets that
were successfully received in the preceding forward slot. With
these acknowledgments and the known frame sizes and frame
periods, the base station updates the buffer occupancy coun-
ters pj and bj . Based on the signal strength and MAI measure-
ments, the MAI prediction (see Section III-B for more details)
provides MAI predictions ÎMAI

j for each client j for the next
forward slot. In turn, based on the predicted MAI levels, ÎMAI

j ,
and the current prefetched reserves pj , the transmission control
(see section III-C for more details) determines the transmission
schedule for the next forward slot. The base station then exe-
cutes the packet transmission schedule during the next forward
slot and waits for the arrival of the measurements and acknowl-
edgments during the subsequent backward slot.

B. MAI Prediction
We exploit the self–similarity of the MAI (see section II-B)

for MAI prediction. Initially, we follow [11] and consider pre-
diction of the total MAI ÎMAI

j at the packet level and longer

time scales. The packet level MAI predictor takes the form

ÎMAI,p
j (n) = IMAI

j (n − 1), (6)

where n denotes the slot index (discrete time). The large time
scale MAI prediction takes the form

ÎMAI,l
j (n) =

1

M

n−1
∑

m=n−M

IMAI
j (m), (7)

where the length M of the estimation interval is pre–
determined. For multi–time–scale MAI prediction we employ

ÎMAI
j (n) = ξ · ÎMAI,p

j (n) + (1 − ξ) · ÎMAI,l
j (n), 0 ≤ ξ ≤ 1.

(8)
We note that these MAI predictions rely on temporal correla-
tions in the MAI process. It has been proven formally that
the MAI process generated by data clients is self–similar, and
thus highly correlated [11]. The MAI process generated by
video clients, on the other hand, has yet to be analyzed in de-
tail. While the video traffic is typically self–similar, the JSQ
scheduling may smooth out some of the burstiness of the video
traffic. However, we expect that the total MAI is sufficiently
correlated for a typical mix of data clients and video clients in
the cells. Indeed our initial simulation results (see Section V)
confirm this conjecture.

C. Transmission Adaptation

The transmission control in our MAI–JSQ cross–layer design
encompasses the scheduling of the (application layer) video
(frame) traffic, the packet scheduling, as well as the control of
the spreading gain/coding rate. The joint optimal control of
the tuning parameters and algorithms across the classical net-
work protocol layers of our wireless video streaming system
is a complicated stochastic optimization problem. As noted in
Section I, significant advances have recently been made in the
various aspects of video streaming over wireless links. How-
ever, the optimal transmission control for the real–time stream-
ing of continuous media in wireless networks with prefetching
is largely an open problem, which we are addressing in our on-
going work.

To demonstrate the benefits of the proposed cross–layer de-
sign for video streaming, we start with some heuristic transmis-
sion control strategies. In our most basic strategy, we employ
multi–code CDMA with fixed spreading gain/coding rate (and
assumed power control). For a fixed processing gain Gj , the
MAI predictor makes a prediction as to whether the SINRj of
client j will be above or below the required threshold γ for the
upcoming forward slot. If yes, client j is considered “eligible”
for packet scheduling and participates in the JSQ scheduling; if
no, client j is ignored in the scheduling (and we fix Zj1 = 0
for this slot). In the JSQ scheduling, packet transmissions are
iteratively assigned to the eligible video clients with the short-
est prefetched reserve p(j) (see [9] for the detailed assignment
algorithm and video frame scheduling). For every packet trans-
mission assigned to client j a separate CDMA code is used, and
Zj1 is incremented by one. (The Zj1’s are initialized to zero at
the beginning of the assignment.) At most Rj1 parallel packet



transmissions are assigned to client j (in cell 1) in a given for-
ward slot, i.e., Zj1 ≤ Rj1. Also, the total number of packet
transmissions to video clients in a given forward slot is lim-
ited to a pre–specified parameter S, i.e.,

∑Jv

j=1
Zj1 ≤ S, which

ensures that data clients receive a sufficient level of quality of
service.

IV. SIMULATION MODEL

In this section we describe our simulation set–up. We sim-
ulate a network consisting of C = 7 cells. In each cell, 30
video clients and 64 data clients share correlated pseudo–noise
(PN) CDMA codes for the downlink transmission. Each base
station allocates at most S = 32 codes in parallel to its video
clients. We determine the performance metrics information loss
probability and frame loss probability for each of the Jv = 30
video clients in cell 1. These video clients are placed randomly
in cell 1. Based on each video client’s location and a standard
log–normal shadowing model, we calculate the large time scale
fading from the base stations in cells 1, 2, . . . , 7 to each video
client in cell 1. A filtered Gaussian noise model is employed to
model the Rayleigh fading with a Doppler shift of 5 Hz. The
large time scale fading is combined with the Rayleigh fading
and propagation attenuation of the form d−3.5 to give the fad-
ing coefficient gjc(t) from each base station c, c = 1, 2, . . . , 7,
to each video client j, j = 1, 2, . . . , Jv, in cell 1.

The video traffic from the base station in cell 1 to each of
its Jv clients is simulated using 18 traces of MPEG–4 encoded
video [12], which have highly variable bit rates. The traces
have a fixed frame rate of 25 frames per second, i.e., each video
frame has a frame period (display time) of 40 msec. Each video
frame is packetized into 80 byte packets. The traces are scaled
such that the packetized video traffic has an average bit rate of
64 kbps. In the simulated wireless system, time is divided into
10 msec slots. Each slot is subdivided into a downlink trans-
mission slot and an uplink transmission slot, in a time division
duplex (TDD) fashion. The spreading gain and coding rate are
set such that one CDMA code channel accommodates one 80
byte packet in one downlink transmission slot, i.e., such that
one CDMA code channel provides a downlink transmission ca-
pacity of 64 kbps. For each of the Jv video clients we randomly
select one of the 18 traces at the beginning of the simulation.
We generate random starting phases into each selected trace.
The starting phases are independent and uniformly distributed
over the lengths of the selected traces. All video clients start
with empty prefetch buffers. The first frame is removed from
the prefetch buffer at the end of the first frame period (that is,
at the end of the fourth time slot). Furthermore, we generate
random stream lengths (life times) for each selected video. The
stream lengths are independent and are drawn from an expo-
nential distribution with a fixed average stream life time. (The
traces are wrapped around if a stream extends beyond the end
of the trace.) When the last frame of a given video stream is
removed from the prefetch buffer, we assume that the video
client immediately requests a new video stream. For the new
video stream we again select randomly one of traces, a new
independent random starting phase into the trace, and a new in-
dependent random stream lifetime. Thus, there are always Jv

video streams in progress in cell 1. For simulating the intercell
interference due to the video transmissions by the base stations
2, 3, . . . , 7, we conservatively assume that these base stations
use the 32 codes available for video transmission all the time.
The downlink traffic to the data clients in all 7 cells is simulated
as ON/OFF traffic with heavy–tailed ON and OFF periods, fol-
lowing [11].

Throughout we consider scenarios where all video clients in
cell 1 have the same prefetch buffer capacity B and support the
same number of parallel channels, i.e., Bjc = B and Rjc = R
for all j = 1, . . . , Jc, and c = 1, . . . , C. We consider B = 0.8,
1.6, 3.2, 8, 16, 32, 64, 80, 128, and 256 kBytes and R = 3 or
8. In all our simulations, we allow for a warm–up period of 60
minutes (i.e., 90,000 simulated frame periods). We estimate the
information loss probabilities P P

loss
(j) and the frame loss prob-

abilities PF

loss
(j) using the method of batch means with a batch

length of 10 minutes (15,000 frame periods) and a separation
of 10 minutes between successive batches. We run all simula-
tions until the 90% confidence intervals of the average frame
loss probability PF

loss
are less than 20% of the corresponding

sample means.
In our simulations, we consider two schemes: the cross–layer

MAI–JSQ scheme introduced in this paper and the JSQ scheme
with link probing [9]. The JSQ scheme with link probing works
exclusively at the link layer. If a packet sent in a forward slot is
not acknowledged by the end of the subsequent reverse slot, the
scheme “probes” the affected wireless link by sending at most
one (probing) packet per slot, i.e., by restricting Rj1 to one. If a
probing packet is successfully acknowledged, then Rj1 is reset
to its original value.

V. SIMULATION RESULTS

We now present simulation results for our cross–layer de-
sign. Figure 2 gives the average loss probabilities P P

loss
and

PF

loss
with their 90% confidence intervals as a function of the

prefetch buffer capacity B. We observe that for the MAI–
JSQ scheme the average loss probability steadily drops as the
buffer size increases. For JSQ with link probing, on the other
hand, the loss probability drops quickly for small buffers. How-
ever, for buffers larger than 3.2 kBytes the drop–off is very
slow. For small buffers, up to 3.2 kBytes (equivalent to 3.2 ·
8 kbit/64 kbps = 0.4 sec run time of average bit rate video) both
schemes give roughly the same loss probability. In this small
buffer regime the performance of both prefetching schemes is
limited by the available buffer space. Both schemes tend to
keep the small buffers completely filled. However, the con-
sumption of high bit rate scenes or fades that cut off a client
from the base station can quickly deplete the small buffers and
lead to starvation. After the bit rate returns to around the av-
erage and the link conditions improve the transmission con-
trol (JSQ scheduler) gives priority to the depleted client. The
small buffer is quickly refilled but its small size prevents the
build–up of larger reserves (the transmission controller sched-
ules only clients that can accommodate at least one additional
packet in their buffers). For buffers larger than 0.4 sec run time
of average bit rate video, the performance of the two schemes
differs dramatically. For buffers of 128 kBytes (=16 sec run



time of average bit rate video) and larger, MAI–JSQ achieves
the average loss probabilities that are over one order of magni-
tude smaller than with JSQ with link probing. For these large
buffers, the client buffer capacity is no longer the primary lim-
itation to building up prefetched reserves and reducing the loss
probability. Instead, the number S of available codes (i.e., the
available transmission capacity) becomes the primary bottle-
neck. By employing the physical layer MAI prediction, the
MAI–JSQ scheme uses the codes more judiciously, as it assigns
codes only to clients for which the MAI predictor predicts suc-
cessful packet transmission. The JSQ scheme with link layer
probing, on the other hand, uses up CDMA codes to probe out
the links with adverse transmission conditions, which is a poor
strategy when the codes are the primary bottleneck.

We also observe from Figure 2 that with both schemes, P F

loss

is smaller than the corresponding P P

loss
. This is because we em-

ployed a skipping rule in the JSQ scheduling which (i) skips
packets from a frame that will likely miss its playout deadline,
and (ii) prefetches instead packets for the next frame. The skip-
ping rule tends to skip a few extremely large frames; the loss
of these large frame contributes proportionally more to P P

loss

than to PF

loss
, resulting in the results given in Figure 2. The ad-

vantage of the skipping rule is that it does not expend wireless
transmission resources on frames that can not be completely
delivered by their deadline. A potential drawback of the skip-
ping rule is that it may skip the large intra–coded (I) frames
in MPEG–coded videos, which are required for the decoding
of the subsequent predictive encoded (P and B) frames. In our
ongoing work we are addressing this issue in detail. We are
exploring the following priority scheme. In case the timely de-
livery of an I frame is endangered, we skip the B (and possibly
P) frame(s) preceding the I frame and prefetch instead for the I
frame to ensure its timely delivery. With such a priority scheme,
we expect the PP

loss
to drop and PF

loss
to increase. To avoid ex-

cessive clutter in the plots, we focus on P F

loss
in the remainder

of this paper.
In Figure 3 we plot the average frame loss probability P F

loss
as

a function of the client buffer capacity B. We consider systems
where the clients can be assigned up to R = 3 or R = 8 parallel
CDMA codes. We observe that the different limitations on the
maximum number of assignable codes R have a relatively small
impact on the loss probability. Interestingly, the larger R results
in slightly larger loss probabilities, (except for MAI–JSQ with
large buffers). This slightly worse performance for larger R is
because the JSQ scheduling tends to “overreact” to the client
buffer contents when R is too large, which tends to result in
imbalanced code assignments with many codes being assigned
to a few clients. With an imbalanced code assignment the sys-
tem faces many dropped packets when the channel of a client
with many assigned codes was incorrectly predicted as good.
The important conclusion from this experiment is that low–cost
clients which can handle only a relatively small number of par-
allel code channels at their radio front–end obtain significant
benefit from the proposed MAI–JSQ scheme.

In Table I we give the average frame loss probability as a
function of the average lifetime (duration) of the video streams.
The client buffers are fixed at B = 128 kBytes (= 16 sec of run
time of average bit rate video) in this experiment and the clients

are assigned at most R = 3 codes in parallel. We observe
that for a very short average stream lifetime of 2 seconds, both
MAI–JSQ and JSQ with link probing give roughly the same
loss probability. Stream durations this short allow only for lim-
ited accumulation of prefetched reserves. With longer stream
durations the MAI–JSQ scheme—in contrast to the JSQ–probe
scheme—is able to efficiently take advantage of the prefetch
buffer in the clients. The loss probability is approximately cut
in half as the average stream duration increases from 2 to 5
seconds; with a further increase to 10 seconds, the loss proba-
bility is cut in half once more. Overall, we conclude that with
the proposed MAI–JSQ scheme relatively short lived streams
allow already for effective prefetching.
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VI. CONCLUSION

We have proposed a cross–layer design which incorporates
MAI prediction at the physical layer and JSQ scheduling at
the link/MAI layer for the downlink streaming of prerecorded
video with prefetching. Our simulation results indicate that
the novel cross–layer design achieves video playback starva-
tion probabilities that are over one order of magnitude smaller
than with conventional JSQ scheduling with link layer probing.



TABLE I
AVERAGE FRAME LOSS PROBABILITY AS A FUNCTION OF AVERAGE VIDEO

STREAM LIFE TIME (CLIENT BUFFER B = 128 KBYTES, FIXED.)

Life T. [sec.] PF

loss
(MAI–JSQ) PF

loss
(JSQ-probe)

2 2.0 × 10−2 2.0 × 10−2

5 1.0 × 10−2 2.0 × 10−2

10 5.6 × 10−3 2.0 × 10−2

50 1.7 × 10−3 2.0 × 10−2

100 1.3 × 10−3 2.0 × 10−2

600 7.3 × 10−4 2.0 × 10−2

1200 8.5 × 10−4 2.0 × 10−2

In our ongoing work we are developing more sophisticated al-
gorithms to refine the MAI predictor and transmission control
components in our design.
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