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rom the optical networking perspective, the future
Internet may be viewed as a three-level hierarchy con-
sisting of backbone networks, metropolitan area net-

works, and local access networks, as illustrated in Fig. 1. The
backbone networks will provide abundant bandwidth by
employing wavelength division multiplexing (WDM) links that
are interconnected with reconfigurable optical add-drop mul-
tiplexers (OADMs) and optical cross connects [1]. The
metropolitan area networks, or metro networks for short,
interconnect the backbone networks with the local access net-
works. The local access networks carry the data from and to
the individual users. By employing advanced LAN technolo-
gies, such as Gigabit Ethernet (GbE), and broadband access,
such as xDSL and cable modems, access networks provide
increasing amounts of bandwidth. Most existing metro net-
works are based on synchronous optical network with syn-
chronous digital hierarchy (SONET/SDH) technology, a
circuit-switched networking technology. As will be discussed in
more detail, circuit-switched SONET/SDH metro networks
carry bursty packet traffic relatively inefficiently, resulting in a

bandwidth bottleneck at the metro level. This bandwidth bot-
tleneck, which is widely referred to as metro gap, prevents the
high-speed clients and service providers in local access net-
works from tapping into the vast amounts of bandwidth avail-
able in the backbone networks [2, 3].

This metro gap may become more severe as proxy cache
servers are more widely deployed in the metro networks.
These proxy caches, which are employed to reduce network
latency, to balance server load, and to increase content avail-
ability [4], may result in an increase of local IP traffic and thus
exacerbate the metro gap. This trend may be further intensi-
fied by the increased use of cellular phones and handheld
devices employing next-generation wireless technologies, such
as the Universal Mobile Telecommunication System (UMTS)
and high-speed wireless local area networks (WLANs), for
Internet services, which will increase the amount of locally
maintained content, especially as home appliances, cars, and
other electronic devices begin to utilize the metro network [5].
In addition, future peer-to-peer applications where each
attached user will also operate as a server (Napster being sim-
ply a precursor of this controversial file sharing model) may
dramatically increase the amount of intra-metro area traffic.

To address the metro gap, three main developments are
underway. Two of these developments, which we will briefly
discuss later, are:
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• To enhance and adapt circuit-
switched SONET/SDH technology
to more efficiently support bursty
packet traffic.

• To develop a standard for a pack-
et-switched ring network, the
resilient packet ring (RPR).

The other main development, which is
the focus of this survey, is the design
of packet-switched optical WDM net-
works for the metropolitan area [3, 6].
The designed packet-switched WDM
metro networks fall into two main cat-
egories:
• Networks with a physical star

topology.
• Networks with a physical ring

topology.
For completeness we mention that
there are also bus networks, for exam-
ple, AMTRAC [7], which have received relatively
less interest. Star metro networks come in two
flavors:
• Broadcast-and-select single-hop networks

based on a wavelength-insensitive passive
star coupler (PSC).

• Wavelength-routing networks based on a
wavelength-selective arrayed-waveguide
grating (AWG).

For extensive surveys on physical star networks,
the interested reader is referred to [8–11]. In this
article, we focus on optical ring metro WDM net-
works.

We note that packet-switched WDM ring net-
works have been reviewed to some extent in [12,
13]. However, to the best of our knowledge a
comprehensive up-to-date survey of optical metro
WDM network architectures and medium access
control (MAC) protocols is missing. In our survey we concen-
trate on physical ring networks, which can also be used as
building blocks for the design of WDM networks using a mul-
tiple ring approach [14]. For information on logical rings
embedded on a physical AWG-based star network the inter-
ested reader is referred to [15, 16].

This survey is organized as follows. We first give a brief
historical overview of optical networking in the metropoli-
tan area. This historical overview concludes with a brief sur-
vey of current standardization activities on optical metro
WDM networks. We provide a survey of a few selected
experimental metro ring WDM testbed systems. The pur-
pose of the discussion of these testbeds is twofold. First, it
gives an illustration of the network architectures that are
feasible with current optical equipment. Second, we intro-
duce and explain several key photonic hardware compo-
nents used in optical networks. In the main section of this
survey, we provide a comprehensive survey of the packet-
switched ring metro WDM networks that have been studied
to date. In this section, we first introduce a categorization
for ring networks. Our categorization is based on the medi-
um access control (MAC) protocol employed in the net-
work. We then comprehensively survey the ring WDM
networks within the structure provided by our categoriza-
tion. We comprehensively survey fairness control and QoS
support for packet-switched metro WDM ring networks. We
summarize the research and development work on packet-
switched ring metro WDM networks to date and outline
directions for future research and development.

HISTORICAL OVERVIEW AND
STANDARDIZATION ACTIVITIES

Optical fiber is widely considered the medium of choice to
provide enough bandwidth in the metro area to the ever
increasing number of users and bandwidth-hungry applica-
tions, for example, video conferences, distributed games, visu-
alization, supercomputer interconnection, or medical imaging
applications that do not allow for image compression [17].

There are two generations of optical metro networks. As
depicted in Fig. 2a, in first-generation optical metro networks
copper links are replaced with fiber links while the nodes at
either end of the fiber remain electronic. In such opaque opti-
cal networks optical-electronic-optical (OEO) conversions of
the signal take place at each node [18]. Initially, each fiber
carried only one wavelength such as in Fibre Distributed Data
Interface (FDDI) and IEEE 802.6 Distributed Queue Dual
Bus (DQDB) networks. To cope with the increasing amount
of data traffic and to fully exploit the gain bandwidth of the
optical Erbium doped fiber amplifier (EDFA), wavelength
division multiplexing (WDM) was introduced in the 1990s.
With WDM, each fiber carries multiple wavelength channels,
each operating at any arbitrary line rate, for example, elec-
tronic peak rate. After providing these huge pipes, attention
turned from optical transmission to optical networking [19].
As shown in Fig. 2b, in second-generation optical networks,
OEO conversions occur only at the source and destination
nodes while all of the intermediate nodes are optically bypassed

� FIGURE 1. Network hierarchy: Metro networks interconnect the local access networks,
which employ a wide variety of networking technologies and provide increasingly high-
speed service, with the high-speed optical backbone networks.
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by means of optical add-drop multiplexers (OADMs). The
OADMs allow nodes to locally drop and add one or more
wavelengths from or to an incoming or outgoing fiber link. By
optically bypassing nodes, the electro-optic bottleneck is alle-
viated, and the number of electronic port cards can be reduced
at each node, resulting in all-optical (OOO) node structures
and significantly reduced network costs, which is one of the
most important drivers for optics [20].

Optical bypasses can be used in ring WDM networks to
build cost-effective node architectures [21] and to reduce the
number of logical intermediate nodes between source-desti-
nation pairs, leading to a decreased logical mean hop dis-
tance [22]. The resulting all-optical lightpaths are able to
provide transparent channels to users who are free to choose
bit rate, modulation format, and protocol. This transparency
enables the support of various legacy as well as future ser-
vices, which may include Asynchronous Transfer Mode
(ATM), Frame Relay (FR), Synchronous Digital Hierarchy
(SDH), the Internet Protocol (IP), Enterprise System Con-
nection (ESCON), and Fibre Channel, as illustrated in Fig.
1. We note that there are also hybrid forms of optical net-
works where not all  intermediate nodes are optically
bypassed and OEO conversion takes place not only at the
source and destination nodes but also at a few selected inter-
mediate nodes. This type of optical network is known as a
translucent network.

Today’s metropolitan area networks are mostly
SONET/SDH ring networks. These networks are circuit-
switched networks. The individual network nodes access the
network bandwidth in a time-division multiplex fashion, that
is, each node is periodically allocated a specific number of
slots. The SONET/SDH technology may be combined with
WDM to establish multiple SONET/SDH rings on one fiber.
Also, SONET/SDH WDM rings may employ optical bypass-
ing and traffic grooming to alleviate the computational bur-
den and reduce the number of electronic port cards at
bypassed nodes [23]. (Traffic grooming refers here to the
routing of traffic destined to a node on the wavelengths that
are not bypassed at the node. In general, traffic grooming in
WDM networks aims at collecting lower-rate traffic and
sending it on high-speed wavelength channels such that a
smaller number of wavelengths is required and fewer wave-
lengths have to be dropped and electronically processed at
each node.) The main drawback of SONET/SDH networks is
that due to their time-division multiplex operation in con-
junction with a circuit set-up time on the order of several
weeks or months [24], they accommodate packet traffic only
inefficiently [25], especially when the traffic is highly variable,
giving rise to the so called metro gap described above [26, p.
14–16]. The metro gap is exacerbated by a number of addi-
tional drawbacks of SONET/SDH for which we refer the
interested reader to [24] for details. We only note here one
additional major drawback, namely that SONET/SDH is
designed for symmetric traffic, which leads to inefficiencies
when transporting asymmetric IP traffic.

The inefficiencies of SONET/SDH networks are addressed
by three new technologies, the data over SONET/SDH (DoS)
technologies: the Generic Framing Procedure (GFP) [27],
Virtual Concatenation [28], and the Link Capacity Adjust-
ment Scheme (LCAS) [29] currently being standardized by
the International Telecommunication Union-Telecommunica-
tion Standardization Sector (ITU-T) and T1X1.5.

The GFP technology allows for the transport of data pack-
ets in SONET/SDH frames. Until now many network opera-
tors used proprietary technologies based on packet over
SONET/SDH (PoS) for this purpose. With PoS the bound-
aries of the variable-size data packets are marked with con-

trol characters which requires the receivers to have lots of
processing capacity since each incoming byte has to be moni-
tored to recognize the boundaries. In addition, occurrences
of the control character in the data packet have to be masked
with byte stuffing, resulting in a fluctuating data rate depend-
ing on the content of the packet. In contrast, with Frame-
Mapped GFP (GFP-F) [30] each data packet is preceded by
a short header providing the length of the packet so that the
receiver knows the beginning of the next packet in advance
and no byte stuffing is required. The header is protected with
a checksum that corrects single-bit errors. For storage net-
works, Transparent GFP (GFP-T) provides a method to
transparently transport block-coded data, such as 8B/10B
coded bytes, which is bandwidth efficient and introduces only
small delays. 8B/10B coding, in which ten bits are transmitted
for each byte, is common in storage networks and is also used
in Gigabit Ethernet (GbE). The two additional bits are used
to balance the numbers of ones and zeros and to transmit
link control information.

The SONET/SDH technology offers data transmission
only at specific rates from a prescribed set of rates. A GbE
connection with a data rate of 1 Gb/s, for instance, would
have to be transported via SONET/SDH at a data rate of 2.4
Gb/s, resulting in an overhead of 1.4 Gb/s. With Virtual Con-
catenation data rates of a much finer granularity are provided
to reduce the overhead. This is achieved by virtually combin-
ing (concatenating) multiple SONET low-data-rate connec-
tions into an aggregate connection close to the desired data
rate. The individual connections making up an aggregate con-
nection can operate at different data rates and can travel on
different paths through the network. Alignment is performed
at the receiver. When LCAS is added, further flexibility is
obtained in that the aggregate data rate can be adapted to
the data rate currently required. For instance, the amount of
data transported over the GbE connection might differ signif-
icantly at different times of day. To adapt the data rate, low-
rate tributaries can be added or removed from the virtually
concatenated connection. To add or remove connections,
control packets are exchanged between the sender and the
receiver. Note that both virtual concatenation and LCAS do
not require any changes inside the SONET/SDH network,
only the sender and the receiver are affected. In conjunction
with control plane protocols such as Generalized Multiproto-
col Label Switching (GMPLS) or Automatic Switched Trans-
port Networks (ASTNs), DoS enables SONET/SDH-based
networks to automatically adapt to the current traffic situa-
tion within seconds or minutes. This may be sufficient to
achieve a high utilization in backbone networks where the
traffic flows are aggregates of many individual flows and are
thus relatively smooth. In metro networks, however, the traf-
fic is more bursty and it is desired to efficiently share the
available capacity between the nodes at the time scale of
individual packets (packet switching) or bursts of packets
(burst switching).

While the standardization efforts in the area of
SONET/SDH are not specific to metro networks, the impor-
tance of the metro gap is reflected by the large number of
recently initiated standardization activities and industry fora
such as the Internet Engineering Task Force (IETF) working
group (WG) for IP over Resilient Packet Ring (IPoRPR),
the IEEE 802.17 resilient packet ring working group
(RPRWG), the Metro Ethernet Forum (MEF), and the
resilient packet ring (RPR) alliance, which comprises more
than 70 companies.

At present the IETF WG IPoRPR and the IEEE 802.17
RPRWG are working on the new resilient packet ring (RPR)
standard for packet-switched metro ring networks, which was
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anticipated to be completed by
the time of this publication. The
RPR network consists of a bidi-
rectional dual-fiber ring using
one wavelength for each direc-
tion, which is OEO converted
at each node, that is, RPR oper-
ates without WDM. The
counter-rotating rings provide
protection against any single
link or node failure. The RPR
network and node architecture
is shown in greater detail in Fig.
3. Every node is equipped with
two fixed-tuned transmitters
(FTs) and two fixed-tuned
receivers (FRs), one for each
fiber ring. RPR is an example
of a buffer insertion ring where
each node features three different types of electronic FIFO
buffers or queues: reception, transmission, and insertion [31].
In general, the reception and transmission buffers store pack-
ets that are destined to or originate from the corresponding
node. The insertion buffer temporarily stores the incoming
ring traffic in the electrical domain in order to allow the local
node to transmit a packet onto the ring. Specifically, in RPR
each node has separate transit (insertion) and station (trans-
mission, reception) queues for either ring, as depicted in Fig.
3. For each ring a node has one or two transit queues, one
transmission queue called the stage queue, one reception
queue, and one add_MAC queue which stores control packets
generated by the local node. The nodes in the RPR network
operate in one of two modes: single-queue mode or dual-
queue mode. In the single-queue mode, the transit path con-
sists of a single FIFO queue called the primary transit queue
(PTQ). If the PTQ is not full, highest priority is given to
add_MAC traffic. In the absence of local control traffic, prior-
ity is given to in-transit ring traffic over station traffic. In the
dual-queue mode, the transit path comprises two queues, one
for guaranteed class A traffic (PTQ) and one secondary tran-
sit queue (STQ) for class B (committed rate) and class C
(best-effort) traffic. In the dual-queue mode, if both the PTQ
and the STQ are not full, highest priority is given to add_MAC
traffic, similar to the single-queue mode. If there is no local
control traffic, PTQ traffic is always served first. If the PTQ is
empty, the local transmission queue (stage queue) is served
until the STQ reaches a prescribed queue threshold. If the
STQ reaches that threshold, STQ in-transit ring traffic is
given priority over station traffic such that in-transit packets
are not lost due to buffer overflow. Thus, the transit path is
lossless and a packet put on the ring is not dropped at down-
stream nodes. The dual-queue operation mode enables service
differentiation.

The RPR network design makes use of the following four
underlying principles:
• Source stripping: With source stripping the source node

takes the transmitted packet from the ring.
• Destination stripping: With destination stripping, packets

are removed from the ring by the receiving node rather
than the transmitting node.

• Spatial reuse: As opposed to source stripping, destination
stripping enables the destination stripping node and its
downstream neighbor nodes to spatially reuse bandwidth
on the ring, resulting in a higher degree of concurrency
and an increased network capacity.

• Shortest path routing: With shortest path routing a given
source node transmits packets to a destination node via

the shortest path (for example, given in terms of number
of hops or distance) by using the appropriate ring.

Spatial reuse and shortest-path steering are well understood,
and it was shown within the MetaRing project that their use
increases network capacity significantly [32, 33]. The RPR
standard also defines fairness control algorithms that allow a
congested downstream node to throttle the transmission rate
of upstream nodes by sending fairness control packets
upstream. For more details on RPR’s fairness control the
interested reader is referred to [34]. The two main limitations
of RPR are:
• The use of only one wavelength in each fiber.
• The OEO conversion of all traffic at each node, that is,

the fact that RPR belongs to the family of first-genera-
tion (opaque) networks.

WDM ring networks overcome these limitations by using mul-
tiple wavelengths in a fiber and optically bypassing transit traf-
fic.

Recently, research and standardization work on Ether-
net passive optical networks (EPONs), which are designed
to carry Ethernet frames at standard Ethernet rates, have
received considerable attention [35]. The EPON is a point-
to-multipoint optical network with no active elements in
the signal path from source to destination. The only interi-
or elements used in an EPON are passive optical compo-
nents, such as optical fiber, splices (which connect two
fibers), and splitters, which fan out to multiple optical drop
fibers connected to subscriber nodes. An EPON is an opti-
cal broadcast network, possibly augmented with a wave-
length-routing WDM overlay. There are several EPON
topologies suitable for the access network. Typically,
EPONs have a tree topology, but other topologies such as
ring, tree-and-branch, and bus are also possible. An EPON
carries all data encapsulated in Ethernet frames. In addi-
tion to the standardization efforts, research on the design
and evaluation of efficient multiple access schemes for
EPONs have begun recently [36–38].

Newly adopted quality of service (QoS) techniques have
made Ethernet networks capable of supporting voice, data,
and video. These techniques include full-duplex support, pri-
oritization (p802.1p), and virtual LAN (VLAN) tagging
(P802.1Q). The standards work for Ethernet in the local sub-
scriber access network is currently being done in the IEEE
P802.3ah Ethernet in the First Mile (EFM) Task Force. Ulti-
mately, the optical Ethernet has the potential to evolve from a
pure LAN technology to a metropolitan area network technol-
ogy that some predict will replace SONET, ATM, and Frame
Relay [39].

� FIGURE 3. Resilient packet ring (RPR) network and node architecture connecting N nodes.
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EXPERIMENTAL SYSTEMS

In this section we survey three of the most recent experimen-
tal testbed systems for packet-switched ring metro WDM net-
works: KomNet, RINGO, and HORNET. The surveyed
testbed systems illustrate the capabilities of currently readily
available photonic hardware components. By way of explain-
ing the functioning of these testbeds we also explain the func-
tionalities of several key photonic networking components.

Most of the experimental ring metro WDM networks sur-
veyed in this section operate at a line rate of 2.5 Gb/s.
Depending on the used technology, the systems are suited
either for circuit or packet switching. While transmitters have
been demonstrated to be tunable across adjacent wavelengths
in a few nanoseconds, fast tunable receivers are not yet
mature. Therefore, most of the experimental packet-switched
WDM ring networks use fixed-tuned receivers rather than
tunable receivers.

KOMNET

The KomNet metro WDM field trial network consists of three
optical add-drop multiplexers (OADMs) interconnected in a
bidirectional fiber ring topology [40, 41]. The structure of an
OADM is shown in detail in Fig. 4. On each fiber, multiple
wavelengths can be dropped by deploying tunable fiber Bragg
gratings (FBGs). The FBGs reflect the desired wavelengths back
to the circulator, which takes them off the ring and forwards
them to the demultiplexer. By using wavelength-insensitive com-
biners, multiple wavelengths can be added to each
fiber. Each FBG has a relatively small insertion
loss of 0.1 dB. The FBGs can be mechanically
tuned within the millisecond range. Therefore,
KomNet is well suited for (lambda) circuit switch-
ing, but is inefficient for packet switching due to
the relatively large tuning time of each FBG.

RINGO

The packet-switched RING Optical network
(RINGO) has a unidirectional fiber ring network
architecture [42, 43]. It features N nodes, where
N also equals the number of wavelengths. Each
node is equipped with an array of fixed-tuned
transmitters and one fixed-tuned receiver operat-
ing on a given wavelength that identifies the
node. That is, node j drops wavelength λj from
the ring. Thus, in order to communicate with
node j, a given node i has to transmit data by
using the laser operating on wavelength λj, as
illustrated in Fig. 5. All wavelengths are slotted
with the slot length equal to the transmission
time of a fixed-size data packet plus guard time.
Each node performs λ-monitoring, that is, checks
the state of the wavelength occupation, on a slot-

by-slot basis to avoid channel col-
lisions. This approach is a multi-
channel generalization of the
empty-slot approach. In the
empty-slot approach one bit at
the beginning of each slot indi-
cates the state of the correspond-
ing slot, that is, whether the slot
is free (empty) or occupied. A
monitoring node is only allowed
to use empty slots for its trans-
missions.

Figure 6 depicts the node structure in greater detail. At
each node all wavelengths are demultiplexed.

The drop wavelength is routed to a burst mode receiver
while the status of the remaining wavelengths is monitored by
using 90/10 taps and an array of photodiodes. A burst mode
receiver recovers the clock for each optical burst (packet) very
quickly and does not need to receive a continuous signal. A
90/10 tap splits off 10 percent of the optical power from the
fiber. Subsequently, the wavelengths are multiplexed on the
outgoing ring fiber. With a 50/50 combiner and an external
modulator the node is able to send data packets by activating
one or more fixed-tuned transmitters. A 50/50 combiner col-
lects signals from two input ports and equally combines them
onto one output port. Both input signals thereby experience a
combining loss of 3 dB.

HORNET

The Hybrid Optoelectronic Ring NETwork (HORNET) is a
unidirectional WDM ring network [44, 45]. All wavelengths
are slotted with the slot length equal to the transmission time
of a fixed-size packet (plus guard time). Each wavelength is
shared by several nodes for data reception. Every node is
equipped with one fast tunable transmitter [46, 47] and one
fixed-tuned burst mode receiver [48]. As shown in Fig. 7, the
node structure consists of a slot manager, a smart drop, and a
smart add module [49].

Access to all wavelengths is governed by means of a Carrier
Sense Multiple Access with Collision Avoidance (CSMA/CA)

� FIGURE 4. KomNet metro WDM network.
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MAC protocol [50, 51]. When a node transmits a packet it mul-
tiplexes a subcarrier tone onto the packet at a sub-carrier fre-
quency that corresponds to the wavelength on which the packet
is sent. The destination address of the packet is modulated onto
the sub-carrier multiplexed (SCM) tone using a combination of
amplitude shift keying (ASK) and frequency shift keying (FSK).
For carrier sensing, the slot manager taps off a small amount of
optical power and detects it with one photodiode, as illustrated
in Figs. 7 and 8. The payload data from all wavelengths collide
at baseband while the SCM tones remain intact. The composite
SCM signal is demultiplexed into the individual SCM tones
using a collection of bandpass filters. The SCM tone corre-
sponding to the drop wavelength of the node is FSK-demodu-
lated while the other SCM tones are ASK-demodulated. The
outcome of the ASK demodulation indicates the absence or
presence of a packet on the corresponding wavelength. This
allows the node to determine whether a wavelength is free for a
packet transmission, which is conducted with the smart add
module. The outcome of the FSK demodulation indicates
whether there is a packet on the node’s drop wavelength. If
there is a packet, it is taken off the ring with the node’s burst
mode receiver. The outcome of the FSK demodulation also
gives the destination address of the packet. If the destination
address does not match the node’s address, then the node for-
wards the packet using its smart add module.

WDM RINGS AND ACCESS PROTOCOLS

In this section, we provide a comprehensive survey of packet-
switched ring metro WDM networks. We first discuss a
generic WDM ring network architecture from which essen-
tially all studied architectures can be
derived with a few modifications. We
also introduce a classification of the
networks based on the employed MAC
protocol. We then survey the networks
in the individual categories of our clas-
sification.

Most packet-switched ring WDM
networks are based on a unidirectional
all-optical fiber ring, as shown in Fig. 9.
At each node an optical add-drop-mul-
tiplexer (OADM) drops a prescribed
wavelength from the ring and allows
the addition of data at any arbitrary
wavelength. A node transmits data on

the added wavelength while it receives data
on the dropped wavelength. Data on the
dropped wavelength are removed from the
ring and optical-electronically converted. If
the number of nodes N is equal to the
number of wavelengths W, as depicted in
Fig. 9 for N = W = 4, each node has a
dedicated home channel for reception.
However, in general N ≥ W since the num-
ber of available wavelengths is limited, for
example, for cost reasons or finite
transceiver tuning ranges. With N ≥ W the
system is referred to as scalable since the
number of nodes is independent of the
number of available wavelengths.

Each node is equipped with one or
more fixed-tuned and/or tunable transmit-
ters and receivers. We adopt the FTi-TTj-
FRm-TRn notation to describe the node
architecture, where i, j, m, n ≥ 0 [8]. That

is, each node is equipped with i fixed-tuned transmitters, j
tunable transmitters, m fixed-tuned receivers, and n tunable
receivers. For example, a TT-FR node structure means that
each node has one tunable transmitter and one fixed-tuned
receiver.

When a node inserts a packet on a given wavelength while
another packet is currently passing the ring on the same wave-
length, a channel collision occurs and both packets are dis-
rupted. Receiver collisions can also occur with tunable
receivers. Receiver collisions are also known as destination
conflicts, and they can occur when a node’s receiver is not
tuned to the wavelength of an incoming packet. This can hap-
pen if the destination node does not know about the transmis-
sion or another packet is currently received on a different
wavelength. Clearly, both channel and receiver collisions have
a detrimental impact on the throughput-delay performance of
the network. The degradation of network performance due to
channel or receiver collisions can be mitigated or completely
avoided at the architecture and/or protocol level. For exam-
ple, equipping each node with a receiver fixed-tuned to a
home channel (either dedicated to a single node or shared by
multiple nodes) prevents receiver collisions. Similarly, allocat-
ing to each node a separate home channel for transmission
avoids channel collision at the expense of scalability. Howev-
er, in scalable systems, that is, systems with N ≥ W, each
wavelength channel is typically shared by multiple nodes, giv-
ing rise to channel collisions. Clearly, medium access control
(MAC) protocols are needed to govern access to the wave-
length channels and to mitigate or prevent channel (and
receiver) collisions.

Packet-switched ring WDM networks can be classified
according to a number of different criteria, for example, uni-

� FIGURE 6. RINGO node structure.
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directional vs. bidirectional rings or dedicated vs. shared pro-
tection [52]. We introduce a classification of the networks
according to the MAC protocols that they employ. As illus-
trated in Fig. 10, we introduce the main categories of slotted
rings, multitoken rings, and meshed rings. Slotted-ring MAC
protocols, in which the time is divided into fixed-length slots,
can be further classified into protocols with channel inspec-
tion and without channel inspection, and those making use of
a separate control channel. Protocols with channel inspection
determine the status (empty or occupied) of a slot before
sending a packet, whereas protocols without channel inspec-
tion do not perform such a check of the slot status. A control
channel is an additional wavelength channel that is used
exclusively for the transmission of control information and
does not carry any payload data. MAC protocols with channel
inspection use one of two different access strategies: a priori
or a posteriori. With a priori access the packet to transmit in
the upcoming slot is selected before the channel inspection of
the slot is completed. This has the advantage that the packet
selection can be performed without strict timing constraints.
The drawback is that the drop wavelength of the destination
of the selected packet may turn out to be occupied in the
upcoming slot, in which case the packet cannot be transmit-
ted. Also, if some other wavelength is free in this slot, it is not
possible to select a different packet for any such free wave-
length, resulting in a potential waste of bandwidth. With a
posteriori access, on the other hand, the packet to transmit in
an upcoming slot is selected after the inspection of the slot is
completed. This has the advantage that only packets whose
destination drop wavelength is empty in the slot are consid-
ered. The drawback is that the a posteriori packet selection
needs to be performed under tight timing constraints since
there is only a small fiber delay between the slot inspection
and the packet transmission into the slot, as illustrated in Figs.
6 and 7.

In multitoken rings the time is not slotted. Instead, on
each wavelength channel there is a special control packet, the
token, that travels around the ring. A given node can hold the
token for some time duration governed by the MAC protocol
and transmit data packet(s) on the corresponding wavelength
while it holds the token.

Finally, a meshed-ring network is a ring network that is
augmented by additional fibers that create short-cuts between
prescribed nodes on the ring. Although the meshed ring is,
strictly speaking, not a “pure” ring network, we include it in
our survey for completeness, and because meshed-ring net-
works are closely related to ring networks.

We now comprehensively survey the packet-switched ring
metro WDM networks. Our discussion proceeds from left to
right in the classification illustrated in Fig. 10, that is, we

begin with slotted rings without
channel inspection and end with
meshed rings.

SLOTTED RINGS WITHOUT
CHANNEL INSPECTION

A simple way to avoid channel and
receiver collisions is the deploy-
ment of time division multiple
access (TDMA). Time is divided
into slots equal to the packet trans-
mission time. Typically, these time
slots are of a fixed size with multi-
ple slots circulating at each wave-
length on the ring, as illustrated in
Fig. 11. The slots at different wave-

lengths are typically aligned. With TDMA, channel and
receiver collisions are avoided by statically assigning each slot
to a prescribed source-destination pair. Thus, a fixed amount
of capacity is allocated to each pair of nodes which is well
suited for uniform regular traffic at medium to high loads, but
leads to wasted bandwidth and low channel utilization in the
case of bursty traffic.

The only packet-switched network that falls into this cat-
egory of slotted rings without channel inspection is the
Metropolitan Area Wavelength Switched Optical Network
(MAWSON) [53–55]. MAWSON is based on a FTW-FR or
alternatively a TT-FR node architecture. N nodes are con-
nected to the ring via OADMs that use FBGs, as discussed
earlier, for dropping a different wavelength for reception at
each node. In MAWSON, the number of nodes N is equal
to the number of wavelengths W and each node has a dedi-
cated home channel, which avoids receiver collisions. In
other words, a given wavelength channel interconnects (N –
1) source nodes and one destination node. With the FTW-
FR node structure, broadcasting and multicasting can be
achieved by simultaneously turning on multiple lasers, but
only unicasting is considered in the evaluation of the MAC
protocol.

� FIGURE 8. Structure of the HORNET slot manager.
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Time is divided into fixed-size slots, which are assumed to
be aligned across all W wavelengths. Each slot is further sub-
divided into header and data fields, as shown in Fig. 12. The
slots on a given wavelength channel are assigned dynamically
on demand. To this end, the header of each slot consists of 
(N – 1) Request/Allocation (R/A) minislots which are statically
preassigned in a TDMA fashion to (N – 1) source nodes.
Each R/A minislot essentially consists of two fields, one for
requests and one for allocations. More precisely, node i, when
ready to send variable-size data packets to node j, uses the
request field of its assigned R/A minislot on j’s home wave-
length channel to make a request. Upon receipt of node i’s
request, node j allocates one or more data minislots to node i
by using the allocation field of its assigned R/A minislot on i’s
home wavelength. After receiving its allocation, node i trans-
mits the data packet using the allocated data minislots.

To save costs the node architecture and protocol of MAW-
SON are kept simple, for example, no carrier sensing capabili-
ties are required. Due to in-band signalling no additional
control channel and control transceivers are needed. The pro-
tocol completely avoids both channel and receiver collisions,
achieves good throughput performance, and provides fairness
by allocating slots in a round-robin manner. However, the
R/A procedure introduces some overhead and additional
delay since the request and allocation takes at least one
round-trip time around the ring.

SLOTTED RINGS WITH CHANNEL INSPECTION

In most slotted WDM rings channel collisions are avoided by
enabling the nodes to check the status (used/unused) of each
slot. Generally, this is done by tapping off some power from
the fiber and delaying the slot while the status of each wave-
length is inspected in the tapped-off signal and electronically
processed. A packet can then be inserted in a
slot at an unused wavelength. Packets waiting for
transmission are stored in virtual output queues
(VOQs). Typically, a node maintains separate
VOQs either for each destination or for each
wavelength. In the latter case packets arriving at
a node from the higher layer are put in the VOQ
associated with the drop wavelength of the pack-
et’s destination. In WDM ring networks it is typi-
cally the responsibility of the MAC protocol to
select the appropriate VOQ from which to send
a packet in a time slot according to a given access
strategy. This can be done a priori, that is, with-
out taking the status of the slots into account, or

a posteriori, that is, with taking the
status of the slots into account. In
the a priori access strategy each
node selects a VOQ prior to
inspecting the slot status, whereas
in the a posteriori strategy each
node first checks the status of a
slot and then selects an appropri-
ate (non-empty) VOQ.

We now describe the networks
that fall into the category of slotted
rings with channel inspection (Fig.
10). We cover both the networks
with a priori access and the net-
works with a posteriori access in
this section, as many networks can
be operated with either access
strategy.

RINGO — We have already presented the network architec-
ture of the RING Optical network (RINGO), and now we dis-
cuss the MAC protocol for RINGO. First, recall from the
earlier discussion that RINGO uses a FTW-FR node architec-
ture. Each node has channel inspection capability built with
commercially available components. Nodes execute a multi-
channel empty-slot MAC protocol that can also be applied to
a TT-FR node architecture.

A MAC protocol with a posteriori queue selection has been
implemented in the RINGO testbed [56]. The number of
wavelengths is assumed to be equal to the number of nodes,

� FIGURE 10. Classification of ring WDM network MAC protocols.
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and each node has one VOQ with first-come-first-served
(FCFS) queueing discipline for each wavelength, meaning the
oldest packet is sent first. Only the VOQs where the corre-
sponding wavelengths have been found to be empty (unused)
are allowed to send data packets in the free time slot. If a TT-
FR node architecture is used, only one packet can be sent per
time slot and the longest among those queues is chosen.

The overhead of the RINGO empty-slot MAC protocol is
very small. To identify the status of a given slot, a single bit is
sufficient. All wavelengths are used for data transmission and
no separate control channel or control transceivers are
required. It was demonstrated that all-optical packet-switched
ring WDM networks are feasible with currently available tech-
nology. However, owing to the fixed slot size, the transmitted
packets have to be of fixed size. Note that variable-size pack-
ets can be transmitted in slotted rings without segmentation
and reassembly by means of buffer insertion techniques
exploiting optical delay lines [57]. More precisely, a transmit-
ting node inserts a sufficiently long optical delay line to delay
the in-transit ring traffic until the node has completed the
transmission of its (variable-size) data packet. In doing so, the
collision of the in-transit ring traffic and the locally injected
traffic is avoided.

Synchronous Round Robin (SRR) — SRR is another empty-
slot MAC protocol for a unidirectional WDM ring network
with fixed-size time slots and destination stripping [58–60].
Each node is equipped with one tunable transmitter and one
fixed-tuned receiver (TT-FR), where the transmitter is
assumed to be tunable across all W wavelengths on a per-slot
basis. If N = W each node has its own home wavelength chan-
nel for reception. In the more general case N > W each wave-
length is shared by multiple destination nodes [58].

In SRR, each node has (N – 1) separate first-in-first-out
(FIFO) VOQs, one for each destination, as shown in Fig. 13.
SRR uses an a priori access strategy. Specifically, each node
scans the VOQs in a round robin manner on a per-slot basis,
looking for a packet to transmit. If such a deterministically
selected VOQ is nonempty, the first (oldest) packet is trans-
mitted, provided the current slot was sensed empty. If the
selected VOQ is empty the first packet from the longest
queue among the remaining VOQs is transmitted, again pro-
vided the current slot is unused. If the current slot is occu-
pied, that is, a transmission is not possible as it would result in
a channel collision, then no packet is transmitted from the
selected VOQ. For the transmission attempt in the next slot,
the next VOQ is selected according to the round-robin scan-

ning of SRR. In doing so, under heavy uniform
load conditions, when all VOQs are non-empty,
the SRR scheduling algorithm converges to round-
robin TDMA.

For uniform traffic, SRR asymptotically
achieves a bandwidth utilization of 100 percent.
However, the presence of unbalanced traffic leads
to wasted bandwidth due to the nonzero probabili-
ty that the a priori access strategy selects a wave-
length channel whose slot is occupied while leaving
free slots unused. It was shown in [61] that a poste-
riori access strategies avoid this drawback, resulting
in an improved throughput-delay performance,
albeit at the expense of increased complexity.

SRR achieves good performance requiring only
local information on the backlog of the VOQs,
which also avoids the well-known head-of-line
(HOL) blocking problem. Owing to destination
stripping, slots can be spatially reused several
times as they propagate along the ring. On the

other hand, slot reuse raises fairness control problems, partic-
ularly for nonuniform traffic. A node to which a large amount
of slots is directed generates a large amount of free slots, and
nodes immediately downstream are in a favorable position
with respect to other nodes. We will address this fairness
problem later. Note that in order to provide quality of service
(QoS), SRR requires additional modifications, which are dis-
cussed in greater detail later.

HORNET — The architecture of the Hybrid Optoelectronic
Ring NETwork (HORNET) was described earlier. Recall that
HORNET is a unidirectional destination-stripping ring WDM
network with a TT-FR network structure. Similar to SRR, to
avoid HOL blocking, each node uses VOQs, one for each
wavelength, and both a priori and a posteriori access strategies
can be used. Nodes sense the availability of each slot by moni-
toring subcarrier multiplexed (SCM) tones. The SCM-based
carrier sensing scheme requires fewer hardware components
than demultiplexing, separately monitoring, and subsequently
multiplexing, all wavelengths of the WDM comb, as done in
RINGO. More precisely, instead of the demultiplexer, photo-
diode array, and multiplexer used in RINGO, the HORNET
channel inspection scheme requires only a single photodiode.

HORNET’s Carrier Sense Multiple Access with Collision
Avoidance (CSMA/CA) MAC protocol initially assumed
fixed-size slots that are well suited for the transport of fixed-
size packets, for example, ATM cells [44]. The CSMA/CA
MAC protocol can be extended to support variable-size IP
packets. Two CSMA/CA MAC protocols, both supporting
variable-size packets, are proposed and investigated in [62]. In
the first protocol, slots of different sizes circulate along the
ring. The slot sizes are chosen according to the predominant
IP packet lengths as typically found in traffic measurements.
For example, three slots sizes can be chosen such that 40, 552,
and 1500 byte long IP packets are accommodated. A dedicat-
ed node controls the size and number of slots such that they
match the packet size distribution. A variant of this protocol
for a TT-FRW architecture has been proposed in [63].

The second protocol is unslotted and operates similarly to
CSMA/CD with collision detection and backoff. More precise-
ly, when a wavelength is sensed idle, a given node begins to
transmit a packet. When another packet arrives on the same
wavelength before the transmission is complete, the packet
transmission is aborted. In this case, the incomplete packet is
marked by adding a jamming signal to the end of the packet.
Aborted transmissions are retried after some backoff time
interval.

� FIGURE 13. SRR node architecture with VOQs and channel inspection
capability.
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A more bandwidth-efficient modification of the second
unslotted CSMA/CA protocol was examined in [64]. In the
examined Carrier Sense Multiple Access with Collision Pre-
emption (CSMA/CP) protocol, variable-size IP packets do not
necessarily have to be transmitted in a single attempt. Instead,
packets are allowed to be transmitted and received as frag-
ments that are reassembled at the receiver. Thus, successfully
transmitted parts of the original IP packet are not retransmit-
ted, resulting in a higher channel utilization.

Besides demonstrating the feasibility of the SCM-based
channel inspection approach, the HORNET project also
proved the feasibility of fast tunable transmitters. These allow
for replacing arrays of multiple fixed-tuned transmitters with a
single tunable transmitter. In HORNET the number of nodes
is independent from the number of wavelengths, and it is thus
considered scalable. Generally, each wavelength is allowed to
be shared by multiple destination nodes with packet forward-
ing at intermediate nodes, resulting in translucent multihop
networks. Note that intermediate nodes not only forward
packets toward the destination but also provide signal regen-
eration in the electrical domain. On the other hand, the
CSMA/CA random access protocol does not provide QoS,
and the destination stripping gives rise to fairness problems.

Several a posteriori buffer selection schemes for the HOR-
NET architecture are studied by Bengi and van As [65, 66].
Recall that in an empty-slot protocol, each unused slot on any
wavelength channel can be used for packet transmission by a
source node. However, when more than one wavelength chan-
nel carries an empty slot in the current slot period, one packet
(or equivalently, one VOQ) corresponding to one of the
empty channels has to be chosen according to a prescribed
selection rule. Due to the short time between channel inspec-
tion and packet transmission, the a posteriori packet selection
process has to be performed at a high speed in the electronic
domain, which increases the processing complexity compared
to an a priori packet selection scheme. Five different a posteri-
ori VOQ selection strategies are described and examined in
[65]:
• Random Selection: The VOQ from which a packet is to

be transmitted is selected randomly according to a uni-
form distribution.

• Longest Queue Selection: The longest VOQ is chosen
upon buffer contention.

• Round-Robin Selection: The VOQ is chosen in a round-
robin fashion.

• Maximum Hop Selection: The packet (VOQ) associated
with the maximum hop distance between source and des-
tination node is selected when buffer contention arises.

• C-TDMA Selection: The channel-oriented TDMA 
(C-TDMA) scheme first attempts to select the packet
according to a round-robin policy. If that selection would
prevent a transmission, either due to an empty VOQ or
an occupied slot, then the longest VOQ that allows for a
packet transmission is chosen. This scheme is largely
equivalent to the SRR scheme with a posteriori access

It was found that the random and round-robin buffer selec-
tion schemes provide a satisfactory compromise between per-
formance and implementational complexity.

FT-TR Rings — Jelger and Elmirghani [67] proposed a unidi-
rectional empty-slot WDM ring network that uses source
stripping. Each node is equipped with one fixed-tuned trans-
mitter and one tunable receiver (FT-TR). Packets are buffered
in a single FIFO transmit queue at each node. In the applied
source-stripping scheme, a sender must not reuse the slot it
just marked empty. It was shown that for source-stripping
rings this simple mechanism ensures fairness in that a node

can not starve the entire network. However, the mechanism
does not ensure fairness for destination-stripping rings.

The performance of the network was compared for both
source and destination stripping in [68]. By means of simula-
tion it was shown that destination stripping clearly outper-
forms source stripping in terms of throughput, delay, and
packet dropping probability.

Clearly, with only one tunable receiver at each node,
receiver collisions can occur. Receiver collisions can be avoid-
ed in a number of ways. In one approach, arriving packets
that find the destination’s receiver busy re-circulate on the
ring until the receiver of the destination is free, that is, is
tuned to the corresponding wavelength [68]. Alternatively,
receiver collisions can be completely avoided at the architec-
ture level by replacing each node’s tunable receiver with an
array of W fixed-tuned receivers, each operating at a different
wavelength (FT-FRW) [13]. Another proposal to resolve
receiver contention is based on optical switched delay lines
(SDLs) [69]. A destination node puts all simultaneously arriv-
ing packets except one into optical delay lines such that pack-
ets can be received sequentially.

SLOTTED RINGS WITH CONTROL CHANNEL

In slotted ring networks with control channel, the status of the
slots is transmitted on a separate control channel (CC) wave-
length. Each node is typically equipped with an additional
transmitter and receiver, both fixed-tuned to the control wave-
length. A separate control channel wavelength enables nodes
to exchange control information at high line rates and eases
the implementation of enhanced access protocols with fairness
control and QoS support, as we will see shortly.

Bidirectional HORNET with SAR-OD — An extended ver-
sion of the original unidirectional TT-FR HORNET ring
architecture in which SCM is replaced with a separate control
channel wavelength is investigated in [70]. Transmission on
the control channel (and data wavelengths) is divided into
fixed-size slots. The control channel carries the wavelength
availability information such that nodes are able to “see” one
slot into the future. Two counter-directional fiber rings, each
carrying W data wavelengths, and an additional control chan-
nel wavelength operate in parallel. On each ring every node
deploys one fast-tunable transmitter and one fixed-tuned
receiver for data, and one transceiver fixed-tuned to the con-
trol channel wavelength. Thus, the control channel-based
HORNET network is a CC-FT2-TT2-FR4 system.

A modified MAC protocol able to efficiently support vari-
able-size packets over the bidirectional ring network was
examined. This Segmentation and Reassembly on Demand
(SAR-OD) access protocol aims at reducing the number of
segmentation and reassembly operations of variable-size pack-
ets. Specifically, the transmission of a packet from a given
VOQ starts in an empty slot. If the packet is larger than a sin-
gle slot, the transmission continues until it is complete or the
following slot is occupied, that is, the packet is segmented
only if required to avoid channel collisions. If a packet has to
be segmented, it is marked incomplete and the transmission
of the remaining packet segment(s) continues in the next
empty slot(s) on the corresponding wavelength. By means of
simulation it was shown that SAR-OD reduces segmentation/
reassembly overhead by approximately 15 percent compared
to a less intelligent approach where all packets larger than
one slot are segmented irrespective of the state of successive
slots.

The control channel-based bidirectional HORNET ring
network preserves the advantages of the original unidirection-
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al HORNET ring, for example, scalability and a small number
of hardware components. Bidirectional dual-fiber rings pro-
vide an improved fault tolerance against node/fiber failures
and survivability compared to unidirectional single-fiber rings
[71, 72]. Furthermore, the control channel can also be used to
achieve efficient fairness control, as described in greater detail
in a later section.

Variable-Size Packets without Segmentation/Reassem-
bly — An access protocol for a control channel-based slotted-
ring WDM network that completely avoids segmentation and
reassembly of variable-size packets was studied by Bengi in
[73, 74]. The access protocol is an extended version of Bengi’s
original protocol described above. The architecture differs
from the control channel-based HORNET in that a unidirec-
tional ring is deployed, and each node uses an additional
transmitter fixed-tuned to the node’s drop wavelength, result-
ing in a CC-FT2-TT-FR2 system. The additional transmitter is
used to forward dropped packets that are destined to down-
stream nodes that share the same drop wavelength.

The extended MAC protocol relies on a frame-based slot
reservation strategy including reservation of successive slots
for data packets longer than the given slot size and immediate
access for packets shorter than the slot length. Each node is
equipped with two VOQs for each wavelength, one for short
packets and one for long packets. The ring is subdivided into
multiple reservation frames with the frame size equal to the
largest possible packet length. In these frames, multiple con-
secutive slots are reserved to transmit long packets without
segmentation. A single reservation control packet containing
all reservations circulates on the control channel. Each node
maintains a table in which the reservations of all nodes are
stored. When the control packet passes, a node updates its
table and is allowed to make a reservation. The additional
fixed-tuned transmitter is used to forward packets concurrent-
ly with transmitting long packets within multiple contiguous
slots. Besides the support of long packets via reservation,
short packets fitting into one slot are accommodated by
means of immediate access of empty and unreserved slots.

The proposed protocol provides immediate medium access
for packets shorter than one slot and completely avoids the
segmentation and reassembly of longer variable-size packets,
resulting in reduced complexity. The reservation protocol also
enables QoS support, as discussed in greater detail later. On
the other hand, the reservation protocol introduces some
delay overhead, and reserved slots on their way back to the

source node cannot be spatially
reused after destination stripping.

Wavelength Stacking — The
wavelength stacking technique stud-
ied by Smiljanic et al. transmits a
packet using all wavelengths of a
time slot of a control channel-based
slotted unidirectional WDM ring
[75–77]. Each node is equipped
with one fast-tunable transmitter
and one photodiode. Time is divid-
ed into slots of duration Tp. The
length of a data packet is W time
slots. A fast-tunable laser at a given
node starts transmission W time
slots before its scheduled time slot.
As illustrated in Fig. 14 for W = 3,
in each following time slot it trans-
mits data on a different wavelength.
The signal passes through the array

of fiber gratings separated by delay lines so that the W seg-
ments of the data packet transmitted at different wavelengths
are aligned in time. The packet is then transmitted to the net-
work on all wavelengths in parallel by setting switch S to the
cross state. On the receiver side, the reverse procedure is per-
formed. A packet is received when switch S is in the cross
state and is then unstacked by passing through the same array
of fiber gratings and delay lines. Note that a single broadband
wavelength-insensitive photodiode without optical filter is suf-
ficient for packet reception since at most one wavelength
needs to be converted from the optical to the electronic
domain at any given time. The photodiode converts the opti-
cal signal into an electrical signal irrespective of the optical
carrier frequency (wavelength).

Because wavelength stacking takes W time slots, a node
needs to decide in advance when to access the medium. A
separate wavelength is used as a control channel for the reser-
vations. Time slots are grouped into cycles of length W slots.
Each node may transmit and receive at most one packet with-
in each cycle. The switches T and R in Fig. 14 synchronize
wavelength stacking and unstacking. Wavelength stacking is
completed in the last time slot of a given cycle and the packet
is stored in the delay line by setting T in the cross state. A
packet is stored as long as switch T is in the bar state. The
packet is transmitted to the network by setting switches T and
S in the cross state exactly 2W time slots after the reservation.
Whenever a node recognizes its address on the control chan-
nel, it stores the packet in the delay line by setting switches S
and R in the cross state 2W time slots after the address notifi-
cation. The node starts unstacking the packet at the beginning
of the next cycle by setting switch R in the cross state. Each
node removes a packet that it receives as well as its reserva-
tion.

Wavelength stacking/unstacking allows a node to simulta-
neously send/receive data at different wavelengths in the same
time slot despite the fact that the node has only one transceiv-
er. The presented node architecture can be used to realize
photonic slot routing (PSR) metro WDM networks, where all
wavelengths in a given slot (the photonic slot) are switched
together rather than separately on a per-wavelength basis [78,
79]. However, the quality of the optical signal may suffer from
passing the numerous delay lines and switches in a node.

Virtual Circles with DWADMs — In the unidirectional slot-
ted ring WDM network presented by Cho and Mukherjee in
[80], each node is equipped with a dynamic wavelength add-

� FIGURE 14. Node architecture for wavelength stacking.
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drop multiplexer (DWADM). As opposed to tunable transmit-
ters and receivers that can operate independently, the input
and output wavelengths of a DWADM must be the same, that
is, if the wavelength to receive at a given node s is λ i, the
wavelength to transmit must be the same wavelength λ i. Fur-
thermore, if the node has to send to another node d, then
node d has to use wavelength λ i to receive and to send a
packet. Thus, virtual circles are created (as depicted in Fig.
15) which change dynamically according to varying traffic
demands.

The ring network uses W data wavelength channels and a
separate control wavelength channel. Nodes communicate
over the control channel in a TDM fashion to exchange trans-
mission requests and acknowledgments. The (W + 1) wave-
lengths are divided into three cycles, which are repeated
periodically. In the first cycle a control packet sent by a server
node collects transmission requests from all nodes. These are
processed by the server node, and wavelength assignments/
acknowledgments are sent back to the nodes  in the second
cycle. In the third cycle each node that has been assigned a
wavelength tunes the DWADM appropriately and starts the
data transmission.

Owing to their relatively simple structure DWADMs are
less expensive than tunable transceivers [80]. However, due to
their reduced flexibility wavelength utilization is typically
smaller than in TT-TR systems, where transmitters and
receivers can be tuned to any arbitrary wavelength indepen-
dently.

MULTITOKEN RINGS

Slotted WDM ring networks have a number of
advantages, such as easy synchronization of
nodes even at high data rates. Also, they can
achieve high channel utilization and low access
delay and allow for relatively simple access
schemes. However, variable-size packets are diffi-
cult to accommodate and, as discussed later,
explicit fairness control is needed, which can
complicate the medium access significantly. In
contrast, variable-size packets can be transported
in a reasonably fair manner in token rings where
the access is controlled by means of a special
control packet — the token — which circulates
around the ring. The token is passed downstream
from node to node. Each node can hold the
token up to a prescribed amount of time, during

which the node is allowed to send (fixed-size or variable-size)
packets. Due to the limited token holding time, fairness is
achieved. Furthermore, as opposed to slotted rings, nodes do
not have to be synchronized. On the other hand, immediate
channel access is not possible and the token rotation time
(ring propagation time) may decrease the channel utilization
efficiency in high-speed optical networks.

A token-based access scheme for a CC-FTW+1-FRW+1 uni-
directional WDM ring network, the Multitoken Interarrival
Time (MTIT) access protocol, was examined in [81, 82]. For
each data channel, every node has one fixed-tuned transmit-
ter, one fixed-tuned receiver, and one on-off optical switch, as
shown in Fig. 16. The on-off switches are used to control the
flow of optical signals through the ring and prevent re-circula-
tion of the same packet on the ring. Once transmitted by the
source node, the packet makes one round trip in the ring and
is removed from the network by the same source node, that is,
MTIT employs source stripping. A separate wavelength is
used as the control channel for the purpose of access control
and ring management. The optical signal on the control chan-
nel is separately handled by an additional fixed-tuned
transceiver.

Channel access is regulated by a multitoken approach.
Each channel is associated with one token that circulates
among the nodes on the control channel and regulates access
to the corresponding data channel. The MTIT protocol con-
trols the token holding time by means of a target token interar-
rival time with value TTIT. The TTIT is agreed upon by all
nodes connected to the ring at the configuration time of the
system. The token interarrival time TIAT is defined as the time
elapsed between two consecutive token arrivals at the node.
Upon a token arrival, the node is allowed to hold the token
for a period of time equal to TTIT – TIAT. When the token
holding time is up, the node must release the token as soon as
the currently ongoing packet transmission is completed. A
token can also be released earlier if no more packets are left
in the node’s transmission buffer. Note that concurrent trans-
missions on distinct channels are possible at the same node
when two or more tokens are simultaneously held at the node.

With the FTW – FRW node structure, MTIT avoids receiver
collisions and allows each node to simultaneously use multiple
data wavelength channels. However, the number of
transceivers at each node is rather large. MTIT achieves low
access delay due to the fact that a node has the opportunity to
grab a token more frequently than in conventional token rings
where a node has to wait one round-trip time for the next
token. A unique feature of MTIT is its capability to self-adjust
the relative positions of tokens along the ring circumference
and maintain an even distribution of the token position. As a

� FIGURE 15. Virtual circles comprising nodes whose DWADMs
are tuned to the same wavelength.
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� FIGURE 16. MTIT node architecture.
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result, the variance of the token inter-arrival time is low, guar-
anteeing to every node a consistent channel access delay in
support of high-priority traffic. On the other hand, the capaci-
ty of MTIT is smaller than that of destination-stripping ring
networks since source stripping does not allow for spatial
wavelength reuse. For uniform traffic it was shown that MTIT
achieves high bandwidth efficiency and low access delay for
varying packet sizes even in relatively large (thousands of kilo-
meters) networks. Both bandwidth efficiency and access delay
improve with the number of wavelengths used in the ring.

MESHED RINGS

In unidirectional ring WDM networks with source stripping,
packets are removed by the source node and each transmis-
sion requires a full circulation of the packet on the ring. The
network capacity is limited by the aggregate capacity of all
wavelengths. The network capacity of unidirectional ring net-
works can be increased with destination stripping where a
transmission is propagating only on the ring segment between
the corresponding pair of source and destination nodes. Due
to spatial reuse, multiple simultaneous transmis-
sions can take place on each wavelength. For
uniform traffic, the mean distance between
source and destination is half the ring circumfer-
ence. As a consequence, two simultaneous trans-
missions can take place at each wavelength on
average, resulting in a network capacity that is
200 percent as large as that of unidirectional
rings with source stripping. In bidirectional rings,
the network capacity can be further increased by
means of shortest path routing, where a given
packet is sent on that ring which provides the
shortest distance to the corresponding destina-
tion. For uniform traffic the mean distance
between source and destination is only a quarter
of the ring circumference. Therefore, the aggre-
gate capacity of bidirectional destination-strip-
ping ring networks is increased by 400 percent
compared to unidirectional source-stripping ring
networks. The capacity of bidirectional ring
WDM networks can be further increased by
meshing the ring, which is discussed next.

The Scalable Multi-channel Adaptable Ring Terabit Net-
work (SMARTNet) [83–86] achieves a significant increase in
network capacity over the bidirectional destination-stripping
ring by adding fiber short-cuts that connect certain nodes.
More precisely, SMARTNet is based on a bidirectional slot-
ted ring network with shortest path routing and destination
stripping. Each node is connected to both rings and has a
FTW – FRW structure, which allows a node to simultaneously
transmit and receive data on different wavelengths. All wave-
lengths are divided into fixed-size slots whose length is equal
to the transmission time of a fixed-size packet plus a header
for indicating the slot status. Medium access is governed by
means of an empty-slot protocol.

In addition to the N nodes, K equally spaced wavelength
routers, each with four pairs of input/output ports, are
deployed in the bidirectional ring. Wavelength routers are
used to provide short-cuts, in that data packets do not have to
pass through the ring nodes that are between two intercon-
nected routers. Specifically, two input/output ports of each
wavelength router are used to insert the router into the bidi-
rectional ring; the other two pairs of ports are used for creat-
ing bidirectional links (chords) to the two M th neighboring
routers. Routers r [(k + M) mod K ] and r [(k–M) mod K ] are said to
be the M th neighboring routers of router rk on the ring,
where k = 0, 1, …, K – 1. Figure 17 depicts a meshed ring
with K = 6 wavelength routers, each connected to its two M
= 2nd neighboring routers.

Each wavelength router is characterized by a wavelength
routing matrix that determines to which output port each
wavelength from a given input port is routed. The wavelength
routing matrix is chosen such that the average distance
between each source-destination pair is minimized with a min-
imum number of required wavelengths. For example, an opti-
mal set of wavelength paths for K = 4, M = 2, and W = 3  is
shown in Fig. 18.

SMARTNet is able to significantly increase the capacity of
a bidirectional ring network with shortest path routing and
destination stripping. For uniform traffic it was shown that a
meshed ring with K = 6 wavelength routers and M = 2
increases network capacity by 720 percent compared to unidi-
rectional source-stripping rings. Thus, the capacity of meshed
rings is 80 percent larger than that achieved by nonmeshed
bidirectional ring networks with destination stripping at the
expense of additional wavelength routers and chords that add
to network costs.

� FIGURE 17. SMARTNet: Meshed ring with K = 6 wavelength
routers, each connected to its M = 2nd neighboring routers.
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� FIGURE 18. Wavelength paths in a meshed ring with K = 4 and M = 2, using
W = 3 wavelengths.

K=4
M=2

λ2 λ3

λ1



IEEE Communications Surveys & Tutorials • Second Quarter 2004 15

We defer the summary of the results of this section to later
on in the article.

FAIRNESS CONTROL AND QOS SUPPORT

Several of the aforementioned access protocols were extended
in order to achieve fairness and quality of service (QoS) sup-
port. In this section, we discuss these protocol extensions in
greater detail.

FAIRNESS CONTROL

In general, the bandwidth of a network is shared by all nodes.
Each node ready to send data should have the same opportu-
nity to transmit data. As we have seen in the preceding sec-
tion, most of the packet-switched ring WDM networks are
based on a unidirectional ring (see Fig. 9). In this architec-
ture, each wavelength can be considered a unidirectional bus
terminating at a prescribed destination (see Fig. 19). In an
empty-slot access protocol, upstream nodes have a better than
average chance to receive an empty slot for transmission,
while downstream nodes have a worse than average chance.
At heavy traffic this can lead to starvation of downstream
nodes since they “see” slots that are mostly used by upstream
nodes. To avoid starvation, the transmission rate of nodes has
to be controlled in order to achieve fairness among all nodes.
However, restricting nodes in their transmission decreases
channel utilization. In general, there is a tradeoff between
fairness and channel utilization.

We now comprehensively survey the fairness mechanisms
that have been developed for slotted-ring networks.

MMR — Since SRR is not able to enforce fairness, a fairness-
control algorithm is typically superimposed on SRR. The
Multi-MetaRing (MMR) fairness algorithm is used on top of
SRR in [87]. The MMR algorithm adapts a mechanism origi-
nally proposed for the MetaRing high-speed electronic
metropolitan area network [32, 33, 88]. Fairness in the
MetaRing is achieved by circulating a control message, named
SAT (short for SATisfied). Each node is assigned a maximum
number of packets to be transmitted between two SAT visits;
this maximum number of packets is the node’s quota or credit.
Each node normally forwards the SAT message on the ring
with no delay, unless it is not SATisfied in the sense that it
has not transmitted the permitted number of packets since the
last time it forwarded the SAT. The SAT is delayed at unSAT-
isfied nodes until SATisfaction is obtained, that is, either the
node packet buffer is empty or the permitted number of pack-
ets has been transmitted.

In the MMR Single SAT (MMR-SS) scheme, a single SAT
message regulates the transmissions of all nodes on all wave-
length channels. Each node can transmit up to K packets to
each destination since the last SAT visit. Each SATisfied node
forwards the SAT to the upstream node. Thus, the SAT logi-
cally rotates in the opposite direction with respect to data

(although the physical propagation is co-directional). With
this scheme the SAT propagation delays are very large since
the SAT message has to traverse almost the entire network to
reach the upstream node. Alternatively, the MMR Multiple
SAT (MMR-MS) scheme uses one SAT message for each
wavelength. It was shown in [89] that this MMR-MS scheme
is generally the preferable extension of the MetaRing fairness-
control scheme to a WDM ring.

M-ATMR — The access protocol from [73, 74] discussed ear-
lier suffers from fairness problems due to destination strip-
ping. In [90] Bengi and van As adopted an extension of the
well-established Asynchronous Transfer Mode Ring (ATMR)
fairness protocol to the multiple channel WDM ring case.
This extension is M-ATMR. In M-ATMR each node receives
a prescribed number of transmission credits for each destina-
tion. When a node has used all its credits or has nothing to
send, it transitions into the inactive state. In order to properly
apply the credit reset mechanism, every node has to know
which node was the last active node. To achieve this, each
active node overwrites a so-called busy address field in the
header of every incoming slot with its own address. (The busy
address field may be included in the SCM header of each
WDM wavelength channel.) Thus, a node receiving a slot with
its own busy address knows that all the other nodes are inac-
tive. If the last active node detects inactivity of all the other
nodes, it generates a reset immediately after its own transmis-
sion. The reset mechanism causes the nodes to reset their
credits to the predefined values. In this manner, it is guaran-
teed that every node uses a maximum number of slots between
two subsequent reset cycles. It was shown in [90] that the M-
ATMR fairness protocol applied for best-effort traffic pro-
vides throughput and delay fairness for both uniform and
client/server traffic scenarios.

DQBR — The Distributed Queue Bidirectional Ring (DQBR)
fairness protocol [70] for the control channel based-HORNET
of an earlier section is an adaptation of the distributed queue
dual bus (DQDB) protocol. The DQBR fairness protocol
works as follows. In each control-channel frame, a bit stream
of length W bits, called the request bit stream, follows the
wavelength-availability information. When a node on the net-
work receives a packet in VOQ w, the node notifies the
upstream nodes about the packet by setting bit w in the
request bit stream in the control channel that travels upstream
with respect to the direction the packet will travel. All
upstream nodes take note of the requests by incrementing a
counter called a request counter (RC). Each node maintains a
separate RC for each wavelength. Thus, if bit w in the request
bit stream is set, RC w is incremented. Each time a packet
arrives at VOQ w, the node stamps the value in RC w onto
the packet and then clears the RC. The value of this stamp is
called the wait counter (WC). After the packet reaches the
head of the VOQ, if the WC equals n it must allow n empty
frames to pass by for downstream packets that were generated
earlier. When an empty frame passes by the node on wave-
length w, the WC for the packet at the head of VOQ w is
decremented (if the WC equals zero, the RC w is decrement-
ed). Not until the WC equals zero can the packet be transmit-
ted. The counting system ensures that the packets are sent in
the order in which they arrived in the network.

The performance of the DQBR fairness-control scheme
was investigated for a 25-node HORNET network by means
of simulation for two traffic scenarios in [70]. In the first traf-
fic scenario, variable-size packet traffic was uniformly ran-
domly generated by the nodes. The traffic generated for node
18 was 1.5 times the capacity of wavelength 18. It was demon-

� FIGURE 19. Medium access priorities in ring networks.
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strated that with DQBR the throughput is equal for all nodes,
whereas without DQBR the nodes close to node 18 have diffi-
culty sending packets to node 18. In the second traffic sce-
nario, unbalanced traffic was considered. Specifically, node 10
had 9.33 Gb/s of traffic arriving at its queue destined for node
18, node 11 had 4.67 Gb/s destined for node 18, and all other
nodes had little traffic. The wavelength could support only 10
Gb/s, so it was heavily overloaded. It was found that without
DQBR the nodes close to node 18 are unable to transmit
packets on wavelength 18, whereas with DQBR all nodes have
an equal ratio of throughput to load for wavelength 18.

QOS SUPPORT

Many applications, for example, multimedia traffic, require
quality of service (QoS) with respect to throughput, delay, and
jitter. To meet these requirements, networks typically provide
different service classes, for example, constant bit rate (CBR)
and variable bit rate (VBR). In general, in WDM networks
traffic with stringent throughput, delay, and jitter require-
ments is supported by means of circuit switching via reserva-
tion of network resources, resulting in guaranteed QoS. On the
other hand, to provide QoS to bursty traffic more efficiently,
nodes process and forward packets with different priorities
while benefiting from statistical multiplexing, leading to statis-
tical QoS. In the following sections, we review different
approaches for providing QoS in metro WDM ring networks.

SR3 — Synchronous Round Robin with Reservations (SR3) is
derived from the SRR and MMR protocols and allows nodes
to reserve slots, thereby achieving stronger control over access
delays [91]. The SR3 protocol can be used in conjunction with
SRR and MMR, requiring a marginal algorithmic complexity
increase with no additional signaling messages.

In SR3, time is subdivided into successive periods called
reservation frames. Each reservation frame consists of P SRR
frames. Each node can reserve up to P slots for a given destina-
tion per reservation frame, that is, at most one slot per destina-
tion per SRR frame. Reservations are effective when all network
nodes have become aware of the other nodes’ reservations. SAT
messages are used to broadcast the reservation information.
Each SAT distributes information regarding current reservations
on the channel it regulates. Each SAT contains a reservation field
(SAT–RF) which is subdivided into 
(N – 1) subfields; each subfield is assigned to a particular node
for reservations. If node i needs to reserve h (1 ≤ h ≤ P) slots
per reservation frame on channel j, it waits until it receives the j-
SAT; it then forwards the reservation request after properly set-
ting the ith SAT-RF subfield to the value h. The j-SAT visits all
nodes during the next tour of the multi-ring. By the time node i
again receives the j-SAT, all nodes in the network are aware of
the request of node i. Node i can thus update its reservation
request on channel j every time it releases the j-SAT.

It was shown in [91] that SR3 guarantees a throughput-fair
access to each node. Moreover, the bandwidth left unused by
guaranteed services can be shared by best-effort traffic very
effectively. Even for the basic best-effort service that requires
no service guarantee, the reservation scheme can be very ben-
eficial; the average and variability of the access delays are
greatly reduced when slots are reserved, leading to improved
performance and fairness. The reservation scheme can also be
extended to multiple service classes. It was shown in [92] that
in an unbalanced multiclass traffic scenario, a very good sepa-
ration of the different traffic classes is obtained. The perfor-
mance of higher-priority traffic is largely unaffected by
lower-priority traffic, even when the lower-priority traffic
grows to overload conditions.

Reservation Scheme for QoS Support — For QoS support
in the WDM ring network [73, 74] discussed in an earlier sec-
tion, a connection-oriented protocol based on connection
setup and termination was proposed in [65]. In order to
enable connection-oriented packet transmission for real-time
services, the ring is subdivided into so called connection
frames. The real-time connections are established by reserv-
ing equally spaced slots within successive connection frames
such that each destination node can be reached by a pre-
scribed slot on the corresponding wavelength. Best-effort
data traffic is transmitted in slots that are unreserved and
empty. It was shown that this QoS approach is able to meet
delay requirements almost deterministically. Note that this
scheme allows for reserving only one fixed-size slot per
frame, that is, only fixed-size packets are supported, similar
to the SR3 scheme.

A similar reservation scheme for providing QoS was pre-
sented in [65, 90]. In addition to the W normal VOQs, each
node has W real-time VOQs. Packets in the real-time VOQs
are transmitted via connections in equally spaced, reserved
slots. At each wavelength the ring is subdivided into frames,
each consisting of N/W slots, one slot per destination node
receiving on that wavelength. A single reservation slot carries
a connection setup and a connection termination field, each
consisting of N bits on the subcarrier. When a node sets a bit
in the setup field, the slot to the corresponding destination is
reserved in each frame. After one circulation of the reserva-
tion slot, all nodes are aware of the reservation and the setup
flag is cleared. All nodes keep track of the reservations by
maintaining a table that is updated when the reservation slot
passes. To free the reserved slots, the same set/circulation/
reset procedure is performed with the corresponding bit in the
termination field.

MTIT—QoS With Lightpaths — The MTIT protocol dis-
cussed in a previous section can be extended to support not
only packet switching but also circuit switching with guaran-
teed QoS [93]. The proposed solution allows for the all-opti-
cal transmission of packets with source stripping and circuits
via a tell-and-go establishment of lightpaths (wavelength
routes) with destination stripping. The lightpath establishment
technique sets up a point-to-point connection between the
source and the destination as follows. The on-off switches
(Fig. 16) at both the source and the destination corresponding
to the lightpath wavelength are set in the off state. As a con-
sequence, the data transmission is restricted to the ring seg-
ment between the source and destination nodes. This allows
downstream nodes following the destination node to spatially
reuse the wavelength channel.

Each node maintains a local lightpath table (LLT) for all
active lightpaths that is updated each time a token passes. A
token lightpath table (TLT) is transmitted with each token to
broadcast the changes of lightpath deployment on the ring
on the wavelength associated with the token. Each token
consists of two lists, the so called add list for circuit setup
and the so called delete list for circuit teardown. Specifically,
a node holding a token can set up a lightpath to a destina-
tion node at the token’s wavelength by making an entry in
the add list of the token. The path to the destination must
not be occupied by another lightpath. A lightpath is torn
down by the source by making an entry in the delete list of
the token. Assuming uniform traffic with Poisson arrivals
and exponentially distributed message lengths, it was analyti-
cally shown that an acceptable throughput/access delay per-
formance can be achieved and that the achievable system
throughput grows and access delay decreases as the number
of wavelengths increases.
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CONCLUSIONS

In this article, we have provided a comprehensive up-to-date
survey of studies of packet-switched ring WDM networks. The
current goal of the research on ring WDM networks is to devel-
op designs that overcome the emerging metro gap between
high-speed local clients (and networks) and the very-high-speed
backbone networks. To overcome this metro gap, the ring net-
works need to efficiently use the wavelength resources, to be
easily upgradeable (and scalable), and to flexibly support varying
traffic loads and packet formats in a fair and cost effective man-
ner. In this survey we attempt to provide a qualitative assess-
ment of how the developed networks address the metro gap
issues and to outline open areas for future research efforts.
Toward this end, in Table 1 we contrast the surveyed networks
in terms of node structure, scalability, and packet removal, as
well as support for variable-size packet fairness and QoS. We
also consider the focus and perspective of the research efforts
and the method of performance evaluation. If the packet
removal is not explicitly addressed for a particular network, but
could be done by the destination, we denote (Dest.) for the
packet removal. For the HORNET and Bengi networks we con-
sider the versions with and without control channel separately.

We see from the table that among the networks not having
a control channel, the TT-FR node structure is most common.
Indeed, this node structure is relatively simple and effective
for unicast packet transmissions. For multicast traffic, which
requires multiple transmissions on the different drop wave-
lengths of the fixed-tuned receivers, the FTW structure has the
advantage that these transmissions can be conducted simulta-
neously. With the TT structure, on the other hand, multiple
sequential transmissions are required. As noted in the table,
for a control channel-based network, an FT-FR transceiver
that is used exclusively for control is added. It may be worth-
while to investigate the cost effectiveness tradeoffs between

operating these dedicated control components and control
wavelength channel, on the one hand, and conducting the
control over the data transceiver and data channels, on the
other hand. In conjunction with this question it may be of
interest to explore whether the control channel and control
components could be efficiently used to also carry some data
traffic, for example, multicast and broadcast data traffic that
has to reach a large number of receivers, similar to control
traffic. As we observe from the table, the entire single-fiber
node structure is duplicated for the dual-fiber HORNET. An
important direction for future research is to investigate effec-
tive protection strategies for such multi-fiber rings, as well as
the scaling to additional rings for very high capacity networks,
for example, similar to [94].

We see from the table that all protocol-oriented and con-
cept-oriented research efforts (as well as the HORNET
testbed) allow for easy scalability in the number of nodes. The
proof-of-concept testbeds MAWSON and RINGO, on the
other hand, are at present limited to as many nodes as there
are wavelength channels. There appears to be a need for
more testbed activity on scalable networks.

All networks, except for the token ring network, allow for
destination removal (stripping) and can thus exploit spatial
wavelength reuse. Spatial wavelength reuse is not possible in
the source-stripping token ring. However, the source-stripping
in conjunction with token-passing does have several advan-
tages, such as easy support for fairness and QoS. Clearly the
challenge for ring networks is to achieve the efficiency of spa-
tial wavelength reuse while at the same time providing QoS
and fairness for variable-size packets. As surveyed in this arti-
cle and indicated in Table 1, a number of techniques have
recently been developed to support some combination of sup-
port for variable-size packets, fairness, and QoS in the differ-
ent destination-stripping networks, and this area appears to
continue to be a very active research area.

� Table 1. Overview of surveyed packet-switched ring WDM networks.

Research focus Testbed + protocol Testbed Protocol Testbed + protocol Protocol Protocol

Special feature Technically simple — — — — —

Node structure FTW-FR FTW-FR, TT-FR TT-FR TT-FR HORNET FT-FRW, FT-TR

Scalability N = W N = W N ≥ W N ≥ W N ≥ W N ≥ W

Packet removal (Dest.) Dest. Dest. Dest. Dest. Dest.

Var. packet size Reservation — — Var. size slots — —

Fairness control Not required — MMR — M-ATMR —

QoS support — — CBR + VBR — — —

Perf. evaluation Simulation — Analy. + sim. Simulation Analy. + Sim. Analy. + sim.

References [53, 54] [42, 43, 56] [58, 59, 89] [44, 45, 62] [65, 66, 90] [13, 67, 68]
[87, 92, 91]

CC HORNET CC Bengi Smiljanic et al. Cho et al. MTIT SmartNET

Research focus Testbed + protocol Protocol Architec. + prot. Concept Protocol Concept

Special feature Bidirectional — Wavel. stacking Virtual circles Token ring Meshed ring

Node structure CC-TT2/FT2-FR4 CC-TT/FT2-FR2 CC-TT/FT-FR2 CC-DWADM CC-FTW+1-FRW+1 FTW-FRW

Scalability N ≥ W N ≥ W N ≥ W N ≥ W N ≥ W N ≥ W = 5

Packet removal Dest. (Dest.) Dest. (Dest.) Source Dest.

Var. packet size Reduced fragment. Reservation — — Yes —

Fairness control DQBR — — — Not required —

QoS support — CBR CBR — (CBR) —

Perf. evaluation Simulation Simulation Analysis Simulation Analy. + sim. Analysis

References [70] [73, 74] [76, 77] [80] [81, 82, 93] [83, 84]

MAWSON RINGO SRR HORNET Bengi et al. Jelger et al.
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We note from Table 1 that the developed networks have
been evaluated either by analysis, simulation, or experimenta-
tion, or a combination of analysis/simulation or simulation/
experiment. There appears to be a need to complement the
experiment (and experiment/simulation) evaluations with for-
mal analysis, which may lead to fundamental insights that can
enhance the considered testbed implementations. Similarly, it
may be worthwhile to test the concept and protocol develop-
ments that have so far been evaluated by analysis and simula-
tion in future testbeds.

We finally note that in our opinion, an attractive way to
deploy WDM ring networks is the upgrade of RPR networks.
We believe that this upgrade will become necessary because
RPR networks with their inefficiencies (due to the single-chan-
nel nature of RPR and the OEO conversion of all traffic at
each node) will no longer cope with the increasing amount of
data traffic. Given the fiber structure of RPR, WDM is a
promising and natural candidate to increase the capacity of
installed RPR networks in an economical manner. We think
that the surveyed WDM ring network and node architectures
provide valuable insights and guidelines as to how to extend
current single-channel RPR networks to multichannel WDM
ring networks. In particular, some of the surveyed OOO ring
node architectures can be used to replace RPR’s opaque OEO
node structure with an all-optical structure that enables not
only transparency but also future-proofness with respect to
protocols, data rate, and modulation format. In addition, the
mechanisms and techniques surveyed in the previous section
may be useful to extend RPR’s fairness and QoS features to a
WDM environment. In summary, current RPR ring networks
belong to the family of first-generation (opaque) optical net-
works (Fig. 2) and the surveyed material may help to migrate
toward second-generation (transparent) RPR ring networks.
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