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On the Minimization of Glass-to-Glass
and Glass-to-Algorithm Delay

in Video Communication
Christoph Bachhuber, Eckehard Steinbach, Fellow, IEEE, Martin Freundl, and Martin Reisslein , Fellow, IEEE

Abstract—Video cameras are increasingly used to provide
real-time feedback in automatic control systems, such as
autonomous driving and robotics systems. For such highly dynamic
applications, the glass-to-glass (G2G) and glass-to-algorithm
(G2A) latencies are critical. In this paper, we analyze the latencies
in a point-to-point video transmission system and propose novel
frame skipping and preemption approaches to reduce the G2G
and G2A delays. We implement the proposed approaches in a
prototype that shows significantly reduced G2G and G2A latencies
as well as reduced transmission bitrate requirements compared
with traditional video transmission schemes. In our low-delay video
communication prototype, a VGA resolution video is transmitted
with average G2G and G2A delays of 21.2 and 11.5 ms, respectively,
with off-the-shelf hardware.

Index Terms—Delay analysis, delay measurement, frame
skipping, preemption, prototype system.

I. INTRODUCTION

A. Motivation

CAMERAS have the potential to replace many sensors for
process control [2], [3]. There are several advantages of

using cameras in combination with machine vision algorithms
over dedicated sensors. Video cameras are comparably low cost
and universally usable. In conjunction with visual tracking tech-
niques, they can, for instance, replace conventional sensors, such
as radar sensors [4] and mechanical sensors. Another advantage
of video camera sensing is that a single camera can replace multi-
ple sensors, such as a camera observing a robot arm, substituting
multiple angle and force sensors [5]. Also, compared to low-
level hardware sensors, video cameras are more future-proof
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through improvements in computer vision software. Already
today, there are tasks that can best be performed by cameras, for
example the inspection of granule or powder that passes by on
a conveyor belt.

There are still many challenges to overcome before cameras
can be widely used as sensors not only for relatively slow-paced
inspection tasks, but as part of fast feedback loops for control
applications. In networked control systems (NCSs), growing
sensor-to-controller latency [6] deteriorates the stability [7], and
when the latency exceeds an allowable limit, leads to instability
[8]. Researchers thoroughly investigated the effect of latency on
NCS stability [9], and proposed many algorithms to compen-
sate delay [10]–[13]. Creating a low-delay sensor-to-controller
transmission is hence advantageous [14] for stabilizing a system
and enables control of more dynamic applications.

For visually controlled systems, the challenge corresponding
to low sensor-to-controller latency is the Glass-to-Algorithm
(G2A) delay. The G2A delay characterizes the time difference
between a visible event taking place (conveyed through its pho-
tons passing through the camera lens glass), and the first image
of the event being available for an image processing algorithm,
see Fig. 1. If a control loop includes a video transmission chain
with low G2A delay, the dead time of the chain is low, enabling
better control compared to a transmission chain with longer de-
lay. State-of-the-art video transmission systems achieve G2A
delays of 50–80 ms. In contrast, the end-to-end (E2E) delays of
applications envisioned for the “Tactile Internet” should be very
low (e.g., < 10 ms), in extreme cases <1 ms [15]. In addition,
E2E delay in a control context includes all delays from the sen-
sor that captures an event to processing, transmission, and finally
the actuator delay. Thus, the G2A delay is only part of the entire
E2E delay in control applications which further emphasizes the
very low delay requirements for video transmission solutions
in NCSs. Related research on network transmission systems is
progressing towards reducing other E2E delay components, see
for instance [16]–[26].

If the video is presented to a human observer, the relevant de-
lay is the Glass-to-Glass (G2G) delay, which typically has less
restrictive delay requirements. The G2G delay is the time dif-
ference between a visible event taking place and the event being
displayed on a screen, see Fig. 1. More specifically, the G2G de-
lay is the time period from the time instant when the event’s pho-
tons first pass through the camera lens glass to the time instant
when the corresponding photons pass through the display glass.
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Fig. 1. Our model of a video communication chain. Blocks with gray background represent a non-processing delay caused by the physical setup of the chain.
White blocks represent processing delays.

Depending on the application, humans can visually perceive la-
tencies as low as 6 ms for inking on a touchscreen [27], or around
50 ms for interactive applications, such as gaming or graphics
tools [28]. In general, the just noticeable difference (JND) for
visual delay differentiation by trained observers lies between
8 ms and 17 ms [29]. Kawamura et al. [30] showed that the
one-foot balancing performance of test subjects wearing a
head-mounted display (HMD) increases monotonically when
decreasing the delay of the virtual scene presented in the HMD
from 66 ms down to 23 ms. In addition, Kawamura et al. found
that a 1 ms delay setup (realized via pose prediction) gave
superior task performance compared to the 23 ms delay case.
Thus, we conclude that humans can not only perceive latencies
below 66 ms, but latency reductions down to the JND also
benefit task performance.

In this study, we investigate approaches for achieving very
low latency for real-time video transmission, narrowing the
gap to the JND. Our system achieves a mean G2G delay of
21.2 ms. Thus, our system achieves significantly shorter laten-
cies than state-of-the-art systems, which feature G2G delays
between 120 ms and 386 ms for conversational applications,
and approximately 50 ms for teleoperation and augmented re-
ality products [31]. We proceed to review the related literature
and then outline how our contributions in this paper advance
low-latency video transmission.

B. Related Work

A few fields relate to this paper: delay analysis of video
transmission systems, low latency video transmission systems,
as well as keyframe selection and buffer analysis of video trans-
mission applications.

Baldi and Ofek [32] analyzed the E2E delay of videoconfer-
encing applications over packet switched networks, but they did
not include the delays due to frame refreshes in the camera and
display. Refresh processes in the camera (resp. display) sam-
ple (resp. update) the scene at constant time intervals, which
may cause delays for events not synchronized to those intervals.
Furthermore, Baldi and Ofek did not analyze any delays after
the decoding unit, but lumped all these delays together as a
processing delay. Vinel et al. [33] presented a coarse delay anal-
ysis as part of their overtaking assistance system. Vinel et al.
considered five delay contributors: encoder, transmitter buffer,

channel, receiver buffer, and decoder. The coarse delay analysis
did not consider the camera refresh delay, the camera processing
delay, nor any delays related to the display.

Song et al. [34] have conducted a detailed analysis of a video
encoder that uses statistically uniform intra-block refresh. They
concluded that the worst case (maximum) E2E delay is caused
by the maximum size frame. Song et al. consequently proposed
an intra refresh coding scheme, in which alternating parts of the
image are intra coded and the remainder is inter-coded. Their
analysis does not include any delay from the recording camera
or processing delay of the display. Furthermore, Song et al. did
not conduct a statistical analysis of the delays. Schreier et al.
[35], [36] analyzed the latency from the input of the encoder to
the output of the decoder of different H.264 coding modes. In
their analysis, the largest delay contributors are the coders as
well as the transmitter and receiver buffers. The analysis does
not include the camera and display delays, i.e., does not address
the G2G delay.

Video communication setups with low latency have pre-
viously been researched by Holub et al. [37] who imple-
mented low-latency video transmission over 10 Gigabit Ethernet
(10 GE) networks. Holub et al. leveraged the processing power
of graphics processing units, achieving an “end-to-end latency”
of 2.5 to 5 frames, corresponding to 75 to 166 ms for a video with
30 fps. However, the end-to-end latency is not defined in detail
and the delay measurements are not described in detail in [37].
It appears that the study in [37] performed a simple calculation
of the delays caused by processing and buffering, but did not
measure G2G delay. Other studies [38], [39] have optimized the
encoder to achieve low latency, but ignored the delays of several
other components, e.g., the display and camera.

Keyframe selection or frame skipping describes the strategy
of not transmitting, storing, or showing every video frame pro-
duced by a camera. Keyframe selection is used to reduce the
bitrate of the video. Liu et al. [40] drop insignificant frames
of often static lecture videos, whilst not considering tight delay
constraints. Doulamis et al. [41] utilize a neural network to pre-
dict key frames in real time to cope with low and variable rate
connections. Other approaches that are not applicable to our low-
delay use case find positions for independently coded frames by
optimizing rate and distortion over an entire video [42], [43].

There are many studies, in particular video rate control stud-
ies, that have analyzed transmission buffers in detail. Rate con-
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trol is a technique used in the video encoder that tries to match
the data rate of the produced compressed video stream to the
available data rate of the transmission channel. With a more
precise rate control, smaller transmission buffers can be used.
Navakitkanok et al. [44] have analyzed the effect of a delay
constraint on the encoder buffer. The buffer after the encoder
drops frames when it becomes too full and therefore would
cause a delay exceeding the constraint. Consequently, Navak-
itkanok et al. have proposed a rate control method to allocate the
number of bits per encoded frame. Rate control generally im-
proves the buffer behavior and reduces the number of dropped
frames [45]–[47]. Other studies, such as Ribas-Corbera et al.
[48] as well as Zhang and Steinbach [49], have extensively an-
alyzed the transmission buffer and proposed rate control via
frame-level bit allocation. Low decoding latencies specifically
for GPU buffers have been studied in [50].

Low delay video transmission has also received considerable
attention in popular video standards, such as H.264/AVC [51]
and H.265/HEVC [52]–[54]. For example, H.264/AVC supports
an arbitrary ordering of image slices during sending and re-
ception [51]. HEVC offers parallel processing of image seg-
ments [54] which reduces encoding latency compared to se-
quential single-thread processing because parallel processing
fully uses modern multi-core architectures. Furthermore, the
most popular implementations of both standards, ×264 [55]
and ×265 [56], provide zero latency tuning options, offering
parameter sets to decrease encoding and decoding delay, albeit
for reduced rate-distortion performance.

C. Contributions

Our first main contribution with respect to the existing liter-
ature is a detailed analysis of all delay components in a video
communication system in Section II, including the camera, cod-
ing, and display delays. Furthermore, we propose an intelligent
frame skipping method to transmit high-priority event frames
and a preemption mechanism to guarantee the fastest possible
transmission of these high-priority frames in Section III. Finally,
we are—to the best of our knowledge—the first to systemati-
cally examine the impact of differing frame rates for the camera,
encoder, network, and display on the G2G and G2A delays in
a video transmission prototype. We introduce the prototype,
which includes a novel G2G and G2A delay measurement sys-
tem, in Section IV. Section V presents evaluation results for
the frame skipping and preemption algorithms and confirms the
correctness of the theoretical model for predicting the delay of
video communication.

II. MODELING AND ANALYZING DELAY IN

VIDEO TRANSMISSION

We analyze the fundamental point-to-point video transmis-
sion chain for machine vision (G2A) and for a human observer
(G2G), as depicted in Fig. 1. The video transmission chain in
Fig. 1 comprises the entire G2G delay for a human observer. The
model for a machine vision setup is different in that the display
part is omitted when computing the G2A delay. The display part
is only required when the video is presented to humans. Machine

vision setups typically employ an image processing algorithm,
which then causes a physical action, e.g., a motor movement.
In the end-to-end analysis of vision-based control systems, the
image processing, control algorithm, and actuator delays have
to be added to the G2A delay. This paper will not further detail
the image processing, control algorithm, and actuator delays, as
these delays are not directly related to video communication. In
the remainder of this section we analyze the G2G delay T for a
human observer.

A. Cut-Through Operation

Some of the blocks in Fig. 1 can operate in a cut-through
(CT) mode. A CT operation means that a block a starts sending
a data segment (to the next block b), before the segment has been
completely received and/or processed by block a. Without loss
of generality, we assume that a data segment contains one video
frame, which we refer to as “frame” for brevity. In addition to
starting the sending while processing the segment, processing of
a segment can be started before it is entirely received, such that
receiving, processing, and sending can take place at the same
time. CT operations are common practice in camera and display
electronics. The received first Bytes of a frame are processed
once they are available and forwarded to the next block in the
chain. Such a tight CT operation is possible because of the
reliable and fast connections between the chain blocks.

The alternative to the CT operation is the store-and-forward
operation: the data segment needs to be completely received and
stored in memory before processing starts. After the processing
of the segment is finished, the forwarding to the next block in the
chain is initiated. Examples for the store-and-forward operation
mode can be found in software encoders and decoders as well
as in packet network switches.

B. Block Model

The blocks of the video communication chain as well as their
parameters, metrics, and, where available, cut-through abilities,
are explained in the following. A summary of the definitions,
parameters, and metrics is given in Table I.

1) Camera Frame Refresh: In general, the camera refresh
instants are not synchronized with the time instants when real-
world events occur. Therefore, an event can occur at any time
between two successive camera exposures. We assume in the
following that the camera sensor is exposed to light during an
entire frame period tCam , such that the exposure time equals
the frame period tCam . There are implementations in which the
sensor is exposed to light for a time period shorter than a frame
period. However, shorter exposure is not desirable for cameras
with high frame rate that want to utilize the entire frame period
for exposure so as to maximize the signal to noise ratio on the
sensor. As will be shown later, very low G2G or G2A delay
requires the use of a camera with a high refresh rate, and hence
the assumption that the exposure time is equal to the frame
period does not limit the following analysis. The frame period
tCam in the camera is the inverse of the camera refresh rate
fCam . In our model, we assume that different blocks can have
different and varying frame rates, as shown in Table I.
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TABLE I
PARAMETERS AND METRICS OF THE VIDEO TRANSMISSION DELAY MODEL, WITH PARAMETER SETTINGS FOR THE PROTOTYPE EXPERIMENTS

Type Variable Relations Comment

Definitions Θ Θ = { CFR, CP, FS, CC, Enc, EB, Netw, DB, Dec, DR,
DP, DPR }

Set of video delay components

ti , i ∈ Θ [s] Delay of component i
pi (t), i ∈ Θ ti ∼ pi (t) Probability density function of the delay of component i

Parameters tm in [s] tm in = maxi∈Θ \{Netw }(ti ) Frame selection: Minimum time between two frames.

tm ax [s] fBase = 1
tm a x

Frame selection target: Maximum time tm ax between
two frames to approximate a minimum frame rate fBase

fCam [Hz] tCFR ∼ U
(
0, 1

fC a m

)
, tCam = 1

fC a m
Camera frame rate, in our prototype fCam = 240 Hz.

fEnc [Hz] tEnc = 1
fE n c

, fBase ≤ fEnc ≤ fCam Encoder frame rate

fDis [Hz] tDR ∼ U
(
0, 1

fD is

)
Display frame rate, also represents the machine vision

frame rate, in our prototype fDis = 144 Hz.
C [Mbps] Channel transm. bit rate, in our prototype C = 1 Gbps.

The readout time of the image sensor and the limited band-
width of the interface to the next processing block limit the
achievable frame rate of a camera. For example, a camera with
a 60 Hz refresh rate has a frame period of approximately 16.7 ms.
If an event takes place just after the frame period started, the
exposure has to be finished before the frame containing the
event can be further processed, adding almost one entire frame
period to the delay. On the other extreme, if an event occurs
just before the end of a frame period, then there is almost no
additional delay due to the camera refresh. Overall, the delay
tCFR introduced by the camera refresh process can be modeled
as a uniform distribution between zero and the camera frame
period tCam because the event can take place at any time during
exposure, independently of the end/beginning of exposure. The
higher the camera frame rate, the smaller is the worst case de-
lay introduced by the camera frame refresh process. A 500 Hz
camera for example has a worst case delay tCFR of 2 ms.

2) Camera Circuitry: The camera electronics comprise two
main parts. First the camera sensor, from which the pixel data is
read out. Second, the camera processing block applies elemen-
tary processing operations, such as gain, offset, white balance,
and analog to digital conversion. As these functions are im-
plemented in hardware, the resulting processing delay tCP is
typically in the sub-millisecond range. For example, in the Al-
lied Vision Guppy Pro1 cameras, these processing steps take
tCP = 710 μs ± 62.5 μs.2

The camera processing is considered to be a CT operation.
Using the Ximea Mako as an example, we saw that industrial
cameras connected over USB 3.0 adjust the transmission rate
such that the transmission time of a frame from the camera to the
frame selector equals the frame period tCFR . The transmission
delay of a frame from the camera to the frame selector is the
size of the raw frame divided by the camera interface bitrate.
We include this transmission delay in the camera processing
delay tCP .

3) Frame Selection (Frame Skipping): In standard video
transmission pipelines, all camera frames are forwarded. In con-

1[Online]. Available: http://www.alliedvision.com, accessed on: 2017-01-30.
2See page 136 of the Allied Vision Technologies Guppy Pro Technical Manual

V4.1.0.

trast, a key component of our low-delay approach is that we skip
selected frames and forward only the non-skipped frames in or-
der to reduce the bit rate of the encoded video or the G2G delay,
as described in Section III-A. In our CPU-based prototype, the
time needed for frame selection tFS varies around a mean of
246 μs up to a maximum delay of 810 μs for frames with VGA
(640 × 480 pixels) resolution. Currently the frame selection
operates in store-and-forward mode in our implementation. Op-
timized algorithms and hardware implementations are expected
to significantly reduce the frame selection delay tFS .

When implemented in hardware, a CT mode is feasible. In
software setups, cameras return a pointer to the frame data when
they finish writing the frame data in the memory. There is cur-
rently no way of reliably reading from memory into which
the camera is still writing data. This is different for hardware
implementations, for which data bits from the camera can im-
mediately be processed after passing through small buffers. In
the CT mode of hardware implementations, only a part of the
frame is analyzed before the decision whether the frame shall
be skipped or not is made. The investigation of how large the
frame part needs to be for reliable frame skipping decisions is
an important direction for future research.

4) Encoding (Incl. Color Conversion): The encoding of a
video frame can take widely differing times tEnc , depending
on the implementation, hardware or software encoder, and the
employed standard, e.g., AVC/H.264 or HEVC/H.265. In a low-
delay video application, it is prohibitive to use a group of pic-
tures structure in which inter-coded frames are bidirectionally
predicted and depend on frames from the future. Such non-
causal coding requires frame reordering, which introduces sev-
eral frame periods of delay. Instead, unidirectional prediction-
based inter coding or intra-only encoding is used in typical
low-delay video applications. Intra-only encoding encodes the
frames independently of each other. Intra-only encoding has a
significantly smaller compression ratio than inter-coding, which
exploits temporal dependencies between successive frames.
Therefore, the encoder is the block in which we mainly trade
off latency against compression efficiency. Intra-only hardware
encoders have an encoding delay of as little as 250 μs.3 This

3SOC Technologies MPEG-4 H.264/AVC Video Encoder.

http://www.alliedvision.com
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delay describes the propagation latency of a pixel through the
encoder, not the time tEnc it takes to encode an entire frame.
The frame encoding time tEnc is equal to the inverse of the
maximum frame rate fEnc at which an encoder can process
frames.

If necessary, color space conversion with delay tCC is applied
before encoding because usually, cameras stream frames in RGB
format and encoders use frames in YUV format. Also, creating
the packets and packet headers is part of encoding, but takes a
negligible amount of time.

From the cut-through perspective, we distinguish software
and hardware encoders. State-of-the-art software encoders are
unable to perform cut-through processing. They write the com-
pletely encoded frame to memory when they have finished en-
coding. Thus, for software encoders, the frame encoding time
tEnc (and not the pixel propagation latency through the encoder)
is relevant for the G2G delay. In the remainder of this paper, we
focus on software encoders.

5) Encoder Buffer, Decoder Buffer: Buffer behavior has
been extensively examined, see e.g., [44], [48], [49], especially
in video rate control studies. A highly filled buffer introduces
a large encoder buffer delay tEB or decoder buffer delay tDB .
In the evaluations in Section IV, the channel rate C = 1 Gbps
is high compared to the video bit rate, which is in all cases
below 2 MByte/s, see Table II. Therefore, the buffering delay
is negligible and not further investigated. In general, using rate
control, the bitrate of the video is matched as closely as possible
to the available bitrate of the channel. Assuming a well-working
rate control, which is able to quickly and accurately adapt to the
channel bitrate, the buffer load is kept as small as possible to
minimize the resulting delay.

6) Network: The network delay tNetw accounts for all delays
for the network transport of an encoded frame from the encoder
to the decoder. In the simple case of a direct link (channel) from
encoder to decoder, tNetw accounts for the delays for the trans-
mission of the frame onto the direct link and the signal propaga-
tion over the link. For a more complex packet-switched network,
tNetw accounts also for the processing, queueing, transmission,
and propagation delays due to the intermediate switches. Com-
plex networks covering large distances can contain the packets
of multiple video frames at a given time instant. Hence, such
networks exhibit tNetw delays much larger than one frame pe-
riod. The network delay tNetw is therefore not considered for
the calculation of tmin in Table I.

We briefly elaborate on the simple case of a direct channel,
which is considered in our prototype. The frame transmission
delay equals the frame size s [bit] divided by the transmission
bit rate C [bps] of the channel. For example, a 1500 Byte frame
on a C = 1 Gbit/s channel (as considered in our experiments in
Section V-A) incurs a transmission time of 12 μs. The propa-
gation speed of electrical signals on a channel is commonly ex-
pressed relative to the speed of light c ≈ 3 · 108 m/s in vacuum.
Electrical signals in copper travel at a speed between 0.66c (RG-
58/U coaxial cable, ca. 1.98 · 108 m/s) and 0.95c (open wire, ca.
2.85 · 108 m/s) [57]. Considering a 100 m long copper cable,
the resulting delays range from 0.35 μs to 0.51 μs and are neg-
ligible for the low-delay video application. In our experiments,

the connection distance is shorter than 100 meters, yielding a
propagation delay shorter than 1 μs. For longer connections, the
propagation delay becomes significant. For example, for 300 km
of connection distance, the propagation delay, lower bounded
by the speed of light, is at least 1 ms. Overall, for our prototype
setup with a short direct channel between encoder and decoder,
the network delay corresponds essentially to the transmission
delay, i.e., tNetw = s/C.

7) Decoding (Incl. Color Conversion): Decoding reverses
the encoding step and produces a raw frame that can be sent to
the display. Highly optimized decoders, such as the libavcodec
h.264 decoder used in our prototype, have an average decoding
delay of tDec = 272 μs. If necessary, a color space conversion
with delay tCC is applied on the raw frame, which adds 321 μs
on average for our setup. After that, the frame resides in the
graphics buffer, waiting for the next display refresh.

8) Display Refresh: Analogous to the camera frame refresh,
the display panel is refreshed at a fixed rate fDis in classical
panels. The display refresh process comprises the read out of
the frame data from the graphics buffer and the transfer to the
display electronics in periodic time intervals of constant duration
1/fDis . The limited rate is caused by the limited bandwidth of the
data transmission interface of the display and the time the panel
requires to draw one frame. In traditional displays, refresh time
is not related to when the decoder finishes decoding a frame.
In the best case, the decoder finishes a frame just before the
next display refresh, causing almost no additional delay tDR .
In the worst case, the decoder puts out a frame immediately
after a display refresh, in which case the most recent frame is
drawn on the display by the next refresh, which takes place after
almost one display frame period. The frame display period is
the inverse of the display refresh rate fDis .

New panel types with dynamic refresh using synchronization
techniques such as NVidia G-SyncTM or AMD FreeSyncTM

have recently reached the market. These panels can synchronize
their display refresh to the refresh of the graphics buffer. The
synchronization reduces tDR drastically at low video frame rates
compared to using a fixed refresh display. But these displays
also have a minimal period of time they need to draw one frame,
imposing a maximum refresh rate. If the video frame rate equals
the maximum refresh rate, there is no more gain from display
refresh synchronization techniques because the entire receiving
unit is running at its maximum frame rate, and will therefore
refresh independently of when a frame from the sender arrives.
If every block in the video transmission chain is operating at
the same frame rate, synchronization can eliminate the display
refresh delay and only the camera refresh delay varies relative
to the event time.

9) Display Processing: The time tDP describes the delay
between when a new pixel value is sent to the display and when
the display electronics are ready to change the corresponding
pixel with the next panel refresh. The processing delay varies
widely for different displays: we measured values from less
than 1 ms on a Samsung 2233BW monitor up to 23 ms in a
DELL U2412M. The transmission time from the decoder to
the display is the size of the decoded frame in bits divided by
the transmission bitrate of the connection interface, for exam-
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ple DisplayPort 1.3 provides 8.1 Gbps per lane.4 We include
the transmission delay to the display in the display processing
delay tDP .

10) Display Pixel Response: Pixels in LCD displays do not
respond instantaneously to a changed voltage. In modern dis-
plays, such as the Acer XB270H, the grey to grey response
time tDPR goes down to 1 ms. In our prototype, we ob-
served a display refresh plus processing plus pixel response
delay tDis + tDP + tDPR = 8.6 ms as the difference between
the mean G2G and G2A delay.

C. Remarks

1) Delay Variations: All these delays are not perfectly con-
stant due to real-world imperfections. Nevertheless, significant
delay variations are generally only expected from the frame re-
fresh in the camera, the encoder, the decoder, and the display
refresh. When transmitting the video over a network with high
transmission delay and delay jitter, then tNetw also becomes
significant. In a video transmission setup with low latency com-
ponents, the camera and display contribute significantly to the
G2G delay, as found in [1]. The delays from these two com-
ponents can account for over half of the average G2G delay.
Therefore, the delays from the camera and the display offer
significant potential for G2G delay reduction.

2) Potential Gains of CT Operation: In the sender (Fig. 1),
at most one camera frame transmission period (which is equal
to a camera frame period in our setup) can be saved through
CT operation. This is because in store-and-forward, the frame
has to be received only once, and then the processing units, for
example the frame selector, color conversion and encoder, can
subsequently apply their operations on the frame in the shared
memory. In the receiver, at most the frame transmission de-
lay onto the link leading to the receiver can be saved (which
is shorter than or equal to the network delay tNetw ). The de-
lay reduction is limited to the frame transmission delay on the
link to the receiver because in the store-and-forward mode, the
receiver has to wait until the frame has fully arrived and can
then quickly operate on it. Note that delays due to multi-hop
store-and-forward network transport are not part of these con-
siderations and are not affected by CT operation in the receiver.
CT operation implies very small tolerances for delay jitter from
the blocks delivering data to sender and receiver. While the jitter
is not an issue for the sender, which is fed with frames from the
camera, the jitter has to be carefully considered for the receiver
when designing a video transmission setup with CT operation.

3) Influence of Spatial Image Resolution: A raw three-
channel color image with a resolution of 640 × 480 pixels
with 1 Byte pixel depth contains 640 · 480 · 3 = 0.92 MByte of
data. In comparison, a 1920 × 1080 color image has 6.2 MByte,
almost seven times as much data. The sizes of the corresponding
encoded images usually relate with a similar factor (or a slightly
smaller factor because encoding of higher resolution images can
better exploit spatial redundancy). Many processing step delays

4[Online]. Available: https://www.vesa.org/featured-articles/vesa-publishes-
displayport-standard-version-1-4/, accessed on: 2017-01-30.

are proportional to the amount of processed data: frame selec-
tion, color conversion, encoding, network, and decoding operate
sequentially or in a parallel manner with a limited number of
parallel threads and delays are therefore directly proportional to
the amount of data that these steps process. For instance, reduc-
ing the image size to 50% vertically and horizontally, reduces
the delays due to these steps to 25% of the original values. The
camera frame refresh is a special case: the maximum achievable
frame rate of a camera depends on the vertical image resolu-
tion because the vertical readout process in the camera sensor
dictates the shortest achievable sensor readout time. Therefore,
with half the vertical resolution, twice the frame rate fCam
can be achieved, which results in halving the camera refresh
delay tCFR .

We performed a 50% vertical and horizontal image size re-
duction in our prototype, which yielded a 320 × 240 pixel video
at 480 Hz (the camera frame rate fCam doubled due to the halved
vertical resolution). The resulting mean G2G delay was mea-
sured as 17.27 ms, i.e., 2.4 ms less than the 19.67 ms mean G2G
delay for the first scenario in Table II, which considered a 640
× 480 pixel video at 240 Hz. The delay difference of 2.4 ms
can approximately be obtained by multiplying the mean delay
values of scenario 1 from Table II for the frame selector, color
conversion, encoder, network, and decoder with 0.75 (we reduce
the amount of processed data by 75%), and adding them up. The
sum is then added to the difference in mean tCFR delays, which
is half the difference in camera frame periods (of the 240 fps and
480 fps cameras), i.e., 1.04 ms. This calculation gives 2.35 ms, a
reasonable approximation of the measured 2.4 ms, considering
the measurement precision of 0.5 ms, see Section IV-B.

III. LOW DELAY VIDEO TRANSMISSION MECHANISMS

In this section, we present two novel approaches for reducing
the G2G and G2A delays in a video transmission chain. The first
approach is a frame skipping method that discards video frames
without significant information. The second approach is a buffer
preemption mechanism that shortens the waiting time of frames
containing significant novel information, i.e. frames that differ
largely from their preceding frame, so called key frames. Frames
without significant novel information are called regular frames.

A. Frame Skipping

As noted in Section II-C, the delay introduced by the cam-
era refresh process offers significant potential for reducing the
G2G delay. To leverage this potential we reduce the delay tCFR
by using a camera with high frame rate. Our core contribution
is that we enable the use of a high frame rate camera with-
out requiring changes of other system parameters, such as the
processing speed of the encoder or the required transmission
rate of the communication network. The proposed frame skip-
ping method avoids an increased output information rate which
potentially overloads the transmission channel. To control the
camera output information rate so that no block is overburdened,
we propose to select the frames which are to be transmitted
immediately after the capturing process at the camera. The de-
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Fig. 2. Frame selection process: a subset of the frames from the camera is
selected for encoding, the remaining frames are skipped.

cision whether to further process or skip a frame is based on the
following three criteria:

1) Content: The larger the amount of new information in a
frame compared to the last non-skipped frame, the more likely a
frame is to be chosen for processing. New information can, for
instance, be measured as the mean absolute difference (MAD)
or the structural similarity index (SSIM) [58]. Other frame selec-
tion metrics for change detection can also be used. Alternatively,
if the frame skipping unit is placed after an intra-only encoder,
the encoded frame could be analyzed. In the following we only
consider frame skipping that selects raw frames. By transmit-
ting the frames with new information, we ensure that a new
event which significantly changes the frame content achieves
minimal delay. The process is illustrated in Fig. 2. Frames with
similar content have the same letter A, B, C, or D. From the
three similar frames with the letter A, only the first frame needs
to be transmitted, the subsequent two frames are not forwarded
to the encoder. The next frame passed to the encoder is the first
frame marked with B, which has a significant difference to the
previous frames, for example in terms of MAD. The choice of
skipping or transmitting a frame can, for example, be based on
a MAD threshold value.

Clearly, the rate of frames coming out of the frame selector
is lower than the rate of incoming frames from the camera. The
number of selected frames depends on the frame content and
the selection threshold. Note that in Fig. 2, there are multiple
frames in the frame selector for illustration purposes. A real
implementation does not store the frames, but decides for every
frame as fast as possible whether the frame should be skipped
or transmitted. For MAD computation, the most recently trans-
mitted frame is stored and compared with a new frame arriving
at the frame skipping module. If the new frame is selected for
transmission, the new frame replaces the old comparison frame
as the most recent frame.

2) Subjective Criteria: A low frame rate and many frame
drops decrease subjective video quality [59]–[61]. Therefore,
we target to select regular frames with a minimum frame rate
predefined by 1/tmax . tmax is chosen to keep the subjective qual-
ity as high as possible while satisfying other constraints, such
as the delay and the channel bitrate. Having a lower boundary
for the frame rate is beneficial to both human observers and
machine vision algorithms. The latter typically require regular
updates to perform well.

Algorithm 1: Frame Selection
1: if ΔI > Ithr then � Content
2: if Δtprev < tmin then � Bottleneck
3: skip frame
4: else
5: transmit key frame
6: end if
7: else
8: if Δtprev > tmax then � Subjective criteria
9: transmit regular frame

10: else
11: skip frame
12: end if
13: end if

3) Bottleneck Component: Every block of the chain has a
constant or varying throughput rate in frames per second, as
described in Section II-B. The rate of selected frames may not
exceed the rate of the slowest block. Otherwise, frames will
have to be dropped or queued by these blocks which would lead
to additional delay. Therefore, the frame skipper selects frames
for transmission at most at a frame rate equal to 1/tmin .

4) Frame Selection Algorithm: Joining all three criteria into
frame selector instructions yields the decision rules presented
in Algorithm 1. ΔI is the content difference between the last
transmitted frame and the current frame, which the selector
shall classify as key or regular frame. The content difference
can be quantified using MAD, SSIM, or other metrics. Δtprev
is the time since the last frame was transmitted. If ΔI exceeds
a content difference threshold Ithr and Δtprev is smaller than
tmin , then the frame is skipped in order to keep the frame rate
below the rate supported by the bottleneck block; if ΔI exceeds
the threshold and Δtprev > tmin , then the frame is transmitted
as key frame. If ΔI is smaller than Ithr , the frame is skipped,
except when Δtprev is greater than tmax ; in that case, the frame
is transmitted to approximate the minimal frame rate 1/tmax .

5) Prototype Implementation of Frame Selection: We imple-
mented Algorithm 1 based on a thresholded form of the MAD in
our experimental prototype. The thresholded form of the MAD
first conducts a pixel-wise subtraction of the current frame from
the previously transmitted frame. The absolute pixel values of
the difference frame are then thresholded. All pixel differences
greater than ten are set to the maximum value of 255, while
the remaining pixels are set to the minimum value of zero. This
thresholding significantly reduces the influence of small addi-
tive values in all pixels in every new frame, known as thermal
camera sensor noise. Subsequently, the mean of the thresholded
difference image is computed. The resulting thresholded MAD
is compared with the fixed MAD content difference threshold
Ithr = 1.4. The Ithr = 1.4 threshold value was determined em-
pirically in order to be sensitive to events that are spatially small.
At the same time, the Ithr = 1.4 value is above the difference
value of two images that differ only in noise.

We set tmin = 0 ms in our prototype setup because all units
are able to process images at more than 240 Hz. Finally, we set
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Fig. 3. Frame transmission (a) without preemption and (b) with preemption.

tmax = 420 ms, yielding a lower target of 2.4 Hz for the frame
rate, i.e., 1 % of the camera frame rate.

Future research may explore parameter adaptations. For in-
stance, the content threshold Ithr could be adjusted based on
video content, lighting conditions, and camera model. The bot-
tleneck parameter tmin could be adapted according to the state
of the communication network. Additionally, tmax could be ad-
justed depending on the requirements of the machine vision
algorithm processing the received video sequence.

B. Preemption

Preemption reduces the G2G or G2A delay when a key frame
is ready to be transmitted after being encoded, but an old regular
frame is still being transmitted and therefore occupying the
channel or the old regular frame is in the encoder buffer, wait-
ing for transmission. In that case, the new key frame would have
to wait in the encoder buffer until the old regular frame is com-
pletely transmitted. To avoid this key frame waiting, we flush
the regular frames from the buffer and directly start transmit-
ting the key frame. The flushing is beneficial because the regular
frame does not contain significant information, in contrast to the
arriving key frame. Such a scenario is depicted in the message
sequence chart in Fig. 3(a), where frames are sent from the cam-
era to the unit consisting of the frame selector and the encoder,
from where they are forwarded to the encoder buffer. Frames
are represented as blue lines. The light blue area between two
frames is the frame data that is transferred. In this example only
the frame transfer time on the transmission channel is relevant.
The channel is fully used by regular frames, therefore the trans-
mission time of a frame on the channel is exactly as long as one
maximum frame period tmax .

Suppose that tmax is set such that every fifth frame from the
camera is selected as a regular frame, as illustrated in Fig. 3(a).
The frame selector classifies frame N + 7 from the camera
as a key frame. Frame N + 7 comes only two frames after
regular frame N + 5. The key frame N + 7 will be transmitted
after regular frame N + 5 is transmitted entirely (dashed line).
It cannot be transmitted earlier because the channel is fully
used. Therefore, using a camera and frame selector on a fully
loaded channel would not achieve any improvements over a
conventional five times slower camera without frame selector.

To achieve such an improvement, we need to take further
measures when receiving a frame with an event: the previous,
old regular frame that is still occupying the encoder, the encod-
ing buffer, the channel, the decoder buffer, the decoder, or the
graphics buffer feeding the display, has to be deleted (flushed) as
shown in Fig. 3(b). The flushing is equally necessary for the gen-
eral case, in which the channel is not fully used, but a new key
frame arrives in the encoder buffer, while an older regular frame
is still occupying the encoder buffer or is being transmitted.

The frame selector should still not choose events too often.
If the frame selector chooses frames in quick succession, an
event quickly following another will preempt the earlier event.
Therefore, in a burst of events, only the last event would not
be preempted, leading to a delayed transmission of the burst
of events. The delayed burst transmission can be avoided by
properly setting the time tmin such that after an event occurred,
a short timeout is enforced. During the timeout, no new key
frame is transmitted and the frame containing the event can be
safely transmitted. The preemption units should not preempt key
frames in case of a too small tmin , but drop the newly arriving
ones. Not deleting leading key frames is reasonable because it is
more important to transmit the initial event of a burst of events
rather than a later one.

Encoders using inter-frame coding techniques may refer to
frames that are later preempted. This causes artifacts in the
decoded image because a frame that is being decoded references
a previous frame that never arrived at the decoder. Therefore,
the decoder will abort decoding of the affected frame, leading
to a temporal pause in video playback. This does not occur
when using intra-only coding, since there are no dependencies
between the frames, which is why we use intra-only coding
in combination with preemption. However, intra-only coding
leads to worse compression efficiency because the temporal
redundancy is not exploited to improve coding efficiency.

IV. PROTOTYPE SETUP

We implemented a prototype of the video communication
system depicted in Fig. 1. In this section, we first describe
the overall system and then detail our system for accurately
measuring G2G and G2A delays.

A. System Description

A Ximea MQ022CG-CM USB3.0 camera recording a
640 × 480 pixels RGB video is connected to a Ubuntu 16.04
Desktop PC running the frame skipping algorithm and an ×264
encoder on an Intel Core i7 quad core processor with 3.6 GHz per
core. The encoder is tuned towards the lowest latency settings,
with intra-only encoding. The encoded video is then streamed
to the decoder PC using UDP, where it is decoded using libav-
codec and displayed on an Acer XB270H monitor. The system
parameters are noted in Table I.

B. Measuring System for G2G and G2A Delay

In [1], we proposed a system to measure G2G delay with
a precision of 0.5 ms. In this subsection, we first give a short



246 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 20, NO. 1, JANUARY 2018

Fig. 4. Illustration of the G2G and G2A delay measurement system: the delay
of the propagation of the light information of an LED until the corresponding
image is decoded is the G2A delay, while the delay of the propagation of the
light information from the LED to a PT gives the G2G delay.

overview of the G2G delay measurement system and then extend
the system to measure G2A delays.

1) G2G Measurement System: The G2G delay measurement
system measures time delay introduced (added) by a video trans-
mission system under test to the propagation of light from a
light-emitting diode (LED) to a phototransistor (PT), as illus-
trated in Fig. 4. To perform the measurement, the measurement
controller turns on the LED which is positioned in the field of
view of the camera and notes the associated time instant. A PT is
attached to the display at the position where the LED is shown.
The resistance of the PT decreases when the LED lights up in the
displayed image. The controller notes the time instant when the
resistance decreases. The controller then computes the G2G de-
lay as the time span between the time instant of turning on the
LED and the time instant of the decrease of the PT resistance.

The precision of the measurements depends on the sampling
rate of the PT. In our system, the sampling rate is 2 kHz, yielding
a precision of 0.5 ms. Previous delay measurement systems that
relied on filming the output of the display with a video cam-
era, e.g., [62]–[65], had limited precision of, e.g., 16.7 ms for a
60 Hz video camera. Further advantages of the proposed system
over previous work [66], [67] are that our system conducts mea-
surements automatically without requiring human assistance,
is non-intrusive and therefore works in any video transmission
system, and has low cost of less than 40 Euros per system.
To make the system widely accessible,5 we developed an An-
droid application that guides the users through the measurement
process.

2) Adding G2A Measurement Capability: For G2A delay,
we modify the G2G measurement system as follows. At the
receiver, we note the time instant when the first image of the
lit up LED is decoded and color converted so that the image
would be ready for an image processing algorithm, see Fig. 1.
Specifically, using pixel value thresholding, the bright LED is
recognized by the decoding PC, which sends out a signal over
the serial port. The serial port is connected to the measurement
system, which notes the time instant of the serial signal. The
time span from the lighting up of the LED to the serial signal
from the decoding PC is the G2A delay.

We also used the serial port approach to measure the delay
until the image is ready for encoding in the PC that is directly

5The building and measurement instructions, the Android application, and
the system source code are available under http://tinyurl.com/G2GDelay.

connected to the camera, yielding the camera circuitry delay
tCP = 6.02 ms. We assume this delay to be constant because
camera processing is implemented in hardware, resulting in neg-
ligible camera circuitry delay variance in our evaluation context.

V. EVALUATION RESULTS

In Section V-A, the delay reduction effect of frame skipping
as described in Section III-A is investigated, without the pre-
emption from Section III-B, since preemption was not necessary
for the considered C = 1 Gbit/s channel. In Section V-B, we
then evaluate the prototype with preemption with a constrained
encoder buffer output rate of 14 kByte/s, which emulates a
channel rate of C = 14 kByte/s. In Section V-C, we compare a
probabilistic model for predicting a G2G delay distribution with
an empirical cumulative distribution function of measurements
from our prototype.

A. Effectiveness of Frame Skipping

We measured G2G and G2A delay using the system described
in Section IV-B. In addition, we measured the individual delays
for frame selection tFS , encoding tEnc , transmission tNetw , de-
coding tDec , and color conversion tCC with the high resolution
clock of the C++ time library. Also, the frame and bit rate of
the produced video are computed over windows of one second.
We consider four scenarios with static background: first, trans-
mission of all frames with high camera frame rate. Second, the
same camera frame rate with frame skipping enabled. Third,
transmission of all frames with a constant camera frame rate
which equals the average frame rate after the frame skipper in
the second scenario. And, fourth, spatially more complex video
content to demonstrate the influence of the content on delay.
The video content in the first three scenes is the top of a table
in front of a white wall with a few cables and part of a disabled
monitor on it. In the fourth scenario, we add the front panel of an
oscilloscope and a LEGO construction for spatial complexity.

For every scenario and partial delay component, we measured
at least 500 samples. The results of these measurements are
summarized in Table II and the empirical cumulative distribution
functions for the measured G2G and G2A delays in the first
scenario are plotted in Fig. 5 with 95% confidence envelope
based on the Dvoretzky-Kiefer-Wolfowitz inequality [68], [69].

1) Full Frame Rate Transmission: When transmitting all
frames at 240 Hz, the system achieves a mean G2G delay of
19.67 ms, as noted in Table II. The maximum G2G delay is con-
siderably higher at 35.65 ms. We observe from Fig. 5 that the
high maximum delay values are caused by a few outliers. These
outliers are caused by interrupts and scheduling of the operat-
ing system of the computers involved in the video transmission.
Without these interrupts, the maximum G2G delay would be
approximately 25 ms.

For the G2A delay, we observe the same phenomenon in
Fig. 5. Without the outliers, the maximum G2A delay would
be approximately 13 ms. We observe from Table II that the dif-
ference between the average G2G delay and the average G2A
delay is 8.62 ms. This difference represents the average delay
contributed by the display processing chain, including the dis-
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TABLE II
PROTOTYPE MEASUREMENT RESULTS: MINIMUM, FIRST QUARTILE (Q1), MEAN, MEDIAN, THIRD

QUARTILE (Q3), MAXIMUM, AND STANDARD DEVIATION OF PERFORMANCE METRICS

Scenario Component [unit] Minimum Q1 Mean Median Q3 Maximum Std. Dev.

tG2G [ms] 13.95 17.79 19.67 19.46 21.19 35.65 2.86
tG2A [ms] 8.26 9.67 11.05 10.82 12.10 26.88 2.15
tCP [ms] 6.02 6.02 6.02 6.02 6.02 6.02 0
tFS [ms] 0.22 0.24 0.25 0.24 0.25 0.81 0.02

1) High fps, tEnc [ms] 0.78 0.85 0.88 0.88 0.92 1.67 0.05
no skipping tNetw [ms] 0.02 0.02 0.02 0.02 0.02 0.02 0.00

tDec [ms] 0.17 0.24 0.27 0.26 0.29 0.89 0.06
tCC [ms] 0.26 0.30 0.32 0.31 0.33 0.68 0.05
tDP [ms] 5.69 5.69 5.69 5.69 5.69 5.69 0

Frame rate [Hz] 240 240 240 240 240 240 0
Bit rate [kByte/s] 656 657 658 657 658 659 0.50

tG2G [ms] 14.66 19.41 21.23 21.12 22.98 28.93 2.69
2) High fps, tG2A [ms] 8.51 10.31 11.48 11.27 12.55 16.77 1.56

skipping Frame rate [Hz] 2.4 6.0 7.4 7.0 8.0 13.0 1.57
Bit rate [kByte/s] 3.12 14.63 17.34 17.44 20.12 34.57 4.20

tG2G [ms] 21.95 68.16 100.18 100.39 132.23 169.92 38.80
3) Low fps, tG2A [ms] 12.16 57.35 89.93 90.21 122.04 162.18 38.97

no skipping Frame rate [Hz] 7.4 7.4 7.4 7.4 7.4 7.4 0
Bit rate [kByte/s] 7.97 13.33 13.78 13.39 15.04 22.56 2.47

tG2G [ms] 15.49 19.33 21.20 20.87 22.63 37.18 3.08
4) Complex scene, tG2A [ms] 9.86 11.20 12.69 12.35 13.44 27.13 2.60

high fps, tEnc [ms] 0.90 1.00 1.08 1.05 1.10 3.58 0.15
no skipping tNetw [ms] 0.05 0.05 0.05 0.05 0.06 0.07 0.06

tDec [ms] 0.36 0.45 0.52 0.48 0.53 3.28 0.14
Bit rate [kByte/s] 1393 1588 1634 1641 1675 1770 59.01

Fig. 5. Empirical cumulative distribution functions for G2A (orange) and G2G
(blue) delays for scenario 1 (high fps, no skipping), including 95%-confidence
envelopes around the graphs.

play refresh. The difference between the minimum G2G delay
and the minimum G2A delay is tDP = 5.69 ms, which repre-
sents the minimum delay of the display processing, with a zero
display refresh delay. The variance of the display processing
delay tDP is in this context negligible because display process-
ing is implemented in hardware. Therefore we approximate tDP
with constant delay.

The minimum delays of frame selection tFS , encoder tEnc
and decoder tDec , network tNetw , and two times color conver-
sion tCC sum up to 1.71 ms. We measured the camera frame
processing and transmission delay from the camera to the en-
coder computer to be tCP = 6.02 ms. Summing these up to
7.73 ms leaves 0.53 ms compared to the minimum measured
G2A delay of 8.26 ms for the remaining delay components,
such as network interfacing, memory access latencies and CPU
thread start delay, which are not individually measured. Further-
more, the G2A delay measurement has a precision of 0.5 ms per
sample, so the measured mean G2A delay of 8.26 ms could in
reality be smaller. The average bitrate is 658 kByte/s.

2) Enabling Frame Skipping: With frame skipping enabled,
we observe that the mean G2G delay is increased by 1.56 ms,
while the mean G2A delay increase is smaller, with an increase
of 0.43 ms, compared to scenario 1 (see Table II) without frame
skipping. The difference in mean delay increase is caused by a
more sensitive G2G delay detection in scenario 1. As described
in Section II-B.1, the LED lights up at a random time during one
exposure period. The earlier that happens, the more light from
the LED falls on the photo sensor, yielding an image of a seem-
ingly brighter LED. On the other hand, if the LED is turned on
close to the end of an exposure period, the LED will appear to be
dimmer. In the full frame rate transmission scenario (scenario 1
in Table II), frames with the dim LED are transmitted and trig-
ger the detection algorithm after the phototransistor (PT). The
PT’s brightness increase detection algorithm is based on differ-
ences of the brightness in front of the PT and is tuned to be very
sensitive. In comparison, the G2A detection is based on pixel
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thresholding to keep computational complexity at a minimum.
Pixel thresholding is less sensitive and may classify images in
which the LED is dim, but lit up, as images in which the LED
is still completely turned off. Therefore, in scenario 1, the G2G
delay measurement detects some images as already containing
the lit LED, while the G2A algorithm misses them, leading to a
comparably higher G2A delay for scenario 1.

With frame skipping enabled in scenario 2, the frame skipper
decides which frames contain novel information and are passed
on as key frames. The frame skipper uses thresholding and
classifies images with an LED with low brightness as regular
frames, skipping them. Therefore, these frames with low LED
brightness cannot be detected early by the PT, yielding a higher
mean G2G delay in scenario 2 with frame skipping than in
scenario 1 without frame skipping. The delay increase with
frame skipping is less pronounced for the G2A delay since the
less sensitive pixel thresholding was not able to detect the LED
with low brightness in scenario 1.

The benefit of frame skipping can clearly be seen in the
reduced average frame rate and bitrate; both drop approximately
by a factor of 40. In particular, frame skipping reduces the mean
bitrate from an average of 658 kByte/s down to 17.34 kByte/s.

Frame skipping has the interesting side benefit of reducing the
maximum G2G delay by 6.72 ms and the maximum G2A delay
by 10.11 ms. These reductions of the maximum delays are due
to the reduced processing loads of the sender and receiver PCs.
Instead of processing 240 fps, they now process only 7.4 fps, re-
ducing the processing load from 32.5 % to 22.5 % of the sender
PC, such that now less than one of four cores is fully used. In
the receiver PC, the processing load reduces from 10 % to an in-
significant load compared to background tasks. This leaves more
idle time to execute elementary tasks of the operating system.

3) Low Frame Rate: In order to gain further insight into
frame skipping (scenario 2), we compare with video transmis-
sion scenario 3. Video transmission scenario 3 has a constant
low frame rate that is set to the average frame rate of the frame
skipping scenario 2. That is, scenario 3 uses a camera running
at a constant frame rate of 7.4 frames per second. We observe
from Table II that this low frame rate has a significant impact
on the mean G2G and G2A delays compared to the high frame
rate with frame skipping scenario 2 in Table II. The mean G2G
delays rise from 21.23 ms to 100.18 ms, and the mean G2A
delays increase from 11.48 ms to 89.93 ms. Moreover, the mean
bit rate of the low frame rate scenario is 13.78 kByte/s, which
is slightly lower than the 17.34 kByte/s average bitrate of the
frame skipping scenario. Thus, we conclude that frame skipping
employed with a high frame rate camera in our prototype setup
requires only about the same (or slightly more) transmission bi-
trate as a conventional low frame rate camera while drastically
reducing the mean G2G and G2A delays in this prototype setup.

4) Varying Image Contents: The final scenario (scenario 4
in Table II) demonstrates how a more complex video sequence
affects the delays. Pointing the camera to a more complex
scene increases the mean G2G and G2A delays by 1.63 ms
and 1.64 ms, respectively. Encoding and decoding times are
on average increased by 0.2 ms, while the bit rate is doubled
to tripled compared to the full transmission scenario 1. The

remainder of the increase in G2G and G2A delay can be
explained by the higher amount of data that has to be processed
by the networking hardware.

The increases from the G2G delays to the G2A delays are
nearly the same for scenarios 1 and 4, which validates the mea-
surements; since the display delay should not be affected by
varying frame contents. It should be noted however that in a
vision-based control system, more complex image contents can
substantially increase the image processing delays.

5) Influence of Frame Skipping on Video Quality: With the
parameter settings detailed in Section III-A.5, frame skipping
has a minor influence on the subjectively perceived video qual-
ity. In perfectly still scenes, the frame skipping block forwards
images only when the tmax condition from Section III-A.2
forces an image transmission, even if the image content dif-
ference ΔI is small. The only difference between such images
is the Gaussian distributed thermal noise caused by the cam-
era sensor. The low frame rate 1/tmax = 2.4 Hz is perceivable
through image differences caused by the thermal noise. But low
frame rates for still scenes were found to have little influence
on the quality of experience, as the image differences are in-
significant. Also, when moving an object very slowly through
the scene, the low frame rate is perceivable, however, this does
not significantly degrade the quality of experience.

We have evaluated the influence of frame skipping on the
objective video quality as follows. We moved objects at vari-
ous speeds in front of the camera. For each video sequence and
prescribed content difference threshold value Ithr , we compute
the PSNR and SSIM values between the displayed frames and
the corresponding skipped frames. This yields approximately
5000 value pairs for each approximately 20-second sequence.
The lowest PSNR and SSIM values across a video sequence
indicate the largest deviation of the displayed frames from the
skipped frames. The lowest values are also representative of the
perceivable discontinuity when a displayed frame is replaced by
a new frame. Considering the lowest values provides conserva-
tive lower bounds compared to alternative approaches, such as
considering the mean of the PSNR and SSIM values across the
video stream [60], that have been developed for subsampling
with a constant rate of displayed frames. Our measurements in-
dicate a lowest PSNR value of 38 dB and a lowest SSIM of 0.95
between the displayed and skipped frames for frame skipping
with the default Ithr = 1.4 threshold.

The performance characteristics of frame skipping depend
mainly on the content difference threshold Ithr . For a still scene,
the thresholded MAD values between subsequent images in the
prototype are approximately 1.1 due to camera sensor noise.
As noted in Section III-A.5, we utilized the Ithr = 1.4 de-
fault threshold to be sensitive to new events, but also robust to
noise. For Ithr < 1.1, the frame skipping mechanism chooses
all frames, while for increasing Ithr > 1.1, the algorithm starts
skipping frames. For threshold values up to Ithr = 3, frame
skipping gives nearly the same performance values as reported
thus far; specifically, the lowest PSNR and SSIM values drop
slightly to 36 dB and 0.94, respectively, for Ithr = 3. Increasing
Ithr > 3 slowly deteriorates the video quality to lowest PSNR
and SSIM values of 32 dB and 0.93 and an increased mean
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G2G delay of 23.73 ms for Ithr = 10. For even larger Ithr , the
algorithm starts skipping frames that actually contain an event,
severely decreasing the quality of experience and increasing
delay. Overall, we recommend a threshold Ithr just above the
camera sensor noise for low delay, good video quality, and a
low data rate.

B. Effectiveness of Preemption

We implemented the preemption mechanism described in
Section III-B with the Click Modular Router [70]. Specifically,
we added the preemption functionality to the encoder buffer
queueing block, see Figs. 1 and 3, and fed the data stream from
the encoder into the encoder buffer with preemption function-
ality. The first byte of each encoded frame identifies the frame
either as a key frame or a regular frame, as determined by the
thresholded MAD frame content assessment according to Line 1
of Algorithm 1 (the remainder of Algorithm 1 was not executed,
i.e., there was no frame skipping in order to evaluate the effects
of preemption in isolation). To require buffering, we constrained
the output rate of the encoder buffer to C = 14 kByte/s using the
BandwidthShaper function of the Click Modular Router, while
the actual channel data rate between the sender and the receiver
was still C = 1 Gbit/s.

Our preemption evaluation focused on the flushing of full
frames (that had not yet begun transmission) from the encoder
buffer. The situation depicted in Fig. 3, i.e., the cancellation of
the ongoing transmission of a regular frame to make way for
a key frame, was not considered. This is because interrupting
the sending process of a packet is not possible to implement
on the desktop prototype without kernel and driver changes.
Including the cancellation of a sending process would cause
a G2G delay reduction of up to one transmission period of a
frame. For the current setup, this would be negligible since the
actual transmission bitrate of the connection between sender
and receiver is 1 Gbit/s, giving frame transmission periods in
the sub-millisecond range.

In Fig. 6, we observe that preemption prevents large de-
lays caused by filled buffers. While the maximum delay of the
queued setup without preemption is 519.93 ms because of a
filled buffer, the maximum delay is 43.97 ms with enabled pre-
emption. Preemption also affects the average G2G delays, which
are 111.13 ms and 17.10 ms for the setup without preemption
and the setup with preemption, respectively. Thus, preemption
is highly effective in our prototype, reducing the average G2G
delays by roughly half an order of magnitude and the maximum
G2G delays by a full order of magnitude.

Note that the average G2G delay for enabled preemption is
smaller than the average delays in Table II because for this
setup we reduced the raw frame size to 320 × 240 pixels (with
240 frames per second). This frame size reduction was nec-
essary so as to avoid IP packet fragmentation (for simplicity)
in the prototype. With the 320 × 240 pixels frame size, the
encoded frames are smaller than the maximum transmission
unit (MTU). For the investigations in this section, encoder rate
control was disabled to emphasize the advantage of preemp-
tion. Even enabled rate control can overshoot the target bits

Fig. 6. Cumulative G2G delay distribution function with preemption (orange)
and without preemption (blue), including 95%-confidence envelopes around the
graphs.

for one or more frames, in which case the preemption unit can
flush them from the queue to make space for an incoming key
frame.

We note that an alternative approach to preemption for avoid-
ing overloading the encoder buffer and network channel could
be to employ frame skipping with an increased tmin . However,
increasing tmin may block a key frame that could have passed
through the encoder buffer using preemption. Consequently,
increasing tmin would increase G2G delay. Therefore, preemp-
tion is the preferred method of dealing with frame rates that
may temporarily exceed the processing capabilities of a block.
On the other hand, employing frame skipping with a sufficiently
large tmin is beneficial when a block is never able to process
frames faster than 1/tmin . Frame skipping with a sufficiently
large tmin is in this case superior to preemption because it is
less complex than preemption and avoids unnecessary process-
ing steps for frames that will later be preempted, hence saving
computational resources and energy in the video transmission
chain.

Overall, the detailed examination of the trade-offs between
frame skipping and preemption as well as the performance char-
acteristics of the combination of frame skipping and preemption
is an interesting direction for future research. For instance, we
expect that enabling frame skipping in addition to preemption
will strongly reduce the data rate and slightly increase the la-
tency, comparable to switching from scenario 1 to scenario 2
in Table II.

C. Comparison to Theoretical Delay Model

We conduct a probabilistic analysis to derive an approxima-
tion of the G2G delay distribution. We start by modelling the
delays of the blocks from Section II-B. Both the camera refresh
delay tCFR and the display refresh delay tDR are modeled as
uniform random variables, as defined in Table I.
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We model the encoding and decoding delays tEnc and tDec
by triangular distributions, which approximate the underlying
limited Gaussian distributions that we observed in our mea-
surements. The triangular distributions span from minimum to
maximum delay, with the triangle tip at the mean. For the en-
coder these three points are 0.78 ms, 0.88 ms, and 1.08 ms. We
did not use the maximum tEnc = 1.67 ms from Table II be-
cause this value was influenced by operating system interrupts,
which we do not include in our model. Analogously, the triangle
corner positions for the decoder are at 0.17 ms, 0.27 ms, and
0.54 ms, taken from Table II with the exception of the maximum
value, which was again an outlier. The triangles are normalized
to cover an area of one.

The remaining components comprising the camera process-
ing, frame selection, color conversion, network, and display
processing contribute an average delay of

trem = tCP + tFS + tCC + tNetw + tDP

= (6.02 + 0.25 + 0.32 + 0.02 + 5.69) ms

= 12.30 ms. (1)

For these blocks we use the mean measurement results from
Table II. We do not include buffering delays because they are
negligible for the 1 Gbit/s channel. The remaining delay trem is
assumed to be constant, therefore the distribution prem is a unit
impulse at trem and zero otherwise.

The sum of these block delays results in the G2G delay T .
We obtain the probability density function (PDF) of the G2G
delay T by convolving the PDFs of the delays

T ∼ p(t) = (pCFR ∗ pEnc ∗ pDec ∗ pDR ∗ pRem)(t). (2)

For (2) to be valid, the delays have to be mutually independent.
Mutual independence is not given for pEnc and pDec , but we pre-
sume that violating this assumption will still give a reasonable
approximation. The cumulative probability distribution of the
G2G delay resulting from (2) is depicted by the blue graph in
Fig. 7 for the given parameters. The orange graph in Fig. 7 shows
the cumulative G2G delay distribution of the first scenario in
Table II without the outliers caused by operating system inter-
rupts. Both the limits and the shape of the distributions match
very well, which confirms the validity of the theoretical model.
We did not include the operating system interrupts because for
many video coding systems, this is not an issue, since they either
do not fully use the processor or have another implementation,
such as a real-time operating system or a hardware implemen-
tation, which do not suffer from delay outliers due to interrupts
and scheduling.

Note that the preceding model neglects buffering delays
and approximates the network delay with a fixed value (that
corresponds essentially to the transmission delay). This is rea-
sonable for video communication systems with negligible buffer
(queueing) delays as well as systems with buffers and enabled
preemption. To model buffered video communication systems
without preemption, queueing models for the typically highly
variable waiting times in buffers would have to be included.

Fig. 7. Cumulative distribution function obtained from the probabilistic anal-
ysis in Section V-C (blue) and empirical cumulative distribution function of the
measurement samples from the prototype for full transmission (high fps, no
skipping, Section V-A.1) (orange). For the empirical distribution, we also give
the 95%-confidence envelope.

VI. CONCLUSION

We conducted a detailed analysis of the delay sources in
a point-to-point video transmission system and found that the
sampling delay of the camera contributes a large proportion
to the Glass-to-Glass (G2G) delay and the Glass-to-Algorithm
(G2A) delay. We proposed two methods, namely frame skipping
and preemption, to enable the use of a high frame rate camera
and consequently reduce the G2G and G2A video delays.

We examined the effectiveness of frame skipping in a video
communication system prototype built with typical off-the-shelf
video communication components. Adding frame skipping to a
high frame rate camera system reduced the required transmis-
sion bitrate by a factor of almost forty, while maintaining nearly
the same low G2G and G2A delays. On the other hand, frame
skipping (in conjunction with a high frame rate camera) reduced
the G2A delay by almost a full order of magnitude compared
to a low frame rate camera system while maintaining the same
(or slightly increasing the) required transmission bitrate as the
low frame rate camera system. The preemption mechanism can
effectively avoid waiting times of key frames in the encoder
buffer. In our evaluation prototype, preemption reduced the av-
erage G2G delays by half an order of magnitude. Moreover, we
proposed a theoretical model for predicting the G2G delay dis-
tribution of a video transmission system. The model can be used
when setting up the parameters of a video transmission system.

There are several interesting directions for future research
on low latency video transmission. One direction is to imple-
ment and evaluate cut-through operation, for which a hardware
prototype has to be set up, e.g., based on field-programmable
gate arrays. Another direction is to optimize the frame skipping
decision and to study the effects of frame skipping on the sub-
jective and objective video quality in more detail. Furthermore,
application-specific frame skipping can be investigated. It is
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possible that humans require frame skipping decision rules that
are different from decision rules that are optimal for machine
vision algorithms.
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