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Abstract A fiber-wireless (FiWi) network integrates a pas-
sive optical network (PON) with wireless mesh networks
(WMNs) to provide high-speed backhaul via the PON while
offering the flexibility and mobility of a WMN. Generally,
increasing the size of a WMN leads to higher wireless inter-
ference and longer packet delays. We examine the partition-
ing of a large WMN into several smaller WMN clusters,
whereby each cluster is served by an optical network unit
(ONU) of the PON. Existing WMN throughput–delay analy-
sis techniques considering the mean load of the nodes at a
given hop distance from a gateway (ONU) are unsuitable for
the heterogeneous nodal traffic loads arising from clustering.
We introduce a simple analytical queuing model that consid-
ers the individual node loads to accurately characterize the
throughput–delay performance of a clustered FiWi network.
We verify the accuracy of the model through extensive sim-
ulations. We employ the model to examine the impact of the
number of clusters on the network throughput–delay perfor-
mance. We find that with sufficient PON bandwidth, clus-
tering substantially improves the FiWi network throughput–
delay performance.
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1 Introduction

Fiber-wireless (FiWi) networks have gained much attention
in recent years due to their high-throughput and low-delay
properties provided by the optical backhaul network, while
the wireless mesh network (WMN) provides easy set-up and
flexible coverage in the last mile of the network [29]. For
the optical backhaul network, the passive optical network
(PON) is an important optical access technology and several
PON technologies, such as Gigabit PON (GPON) and Eth-
ernet PON (EPON), have been standardized [23]. For both
GPON and EPON, time-division multiple access (TDMA)
is applied to the upstream traffic and dynamic bandwidth
allocation (DBA) may be applied to flexibly utilize the band-
width [8,9,13,58,59,68,70,71]. GPON and EPON are both
capable of providing service rates greater than 1 Gb/s and
new architectures of next-generation PONs (NG-PONs) have
been designed to provide larger throughput to satisfy the
growing demand for bandwidth [38,55,63,72].

A WMN provides low cost, easy maintenance, robustness,
and flexibility in the last mile of a FiWi network [3,15,42].
Since the WMN transports the upstream traffic to the opti-
cal backhaul network, its characteristics have a great effect
on the FiWi network performance. It has been shown that
the performance of a WMN is location dependent, whereby
nodes with longer hop distance to the gateway (ONU) tend
to suffer from higher delay and lower throughput [28,41,50].
Multi-channel techniques are often applied with sophis-
ticated routing mechanisms to reduce the delay [22,73].
Another WMN research topic is the throughput–delay trade-
off [27,31,32,48]. A throughput bound of a WMN is given
in [32], while it is shown in [31] that the per-node throughput
increases by exploiting node mobility as multiuser diversity
and an optimal throughput–delay tradeoff is derived in [27].
The majority of the results in [27,31,32,48] is for the asymp-
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totic case and may not be suitable for analyzing a finite-size
WMN.

Though many studies have examined research issues
related to FiWi networks, as reviewed in Sect. 2, the effects
of superimposing a FiWi network onto an existing WMN
are still a relatively open research area. In this paper, we
introduce a simple model to characterize the resulting clus-
tered FiWi network. By modeling the wireless mesh nodes
as queues, the traffic loads can be readily evaluated. Impor-
tantly, our investigations demonstrate that modeling WMN
throughput–delay based on the average traffic load of the
nodes at a given hop distance to the gateway (ONU) is inad-
equate for characterizing WMN clusters in FiWi networks
with heterogeneous traffic loads at the nodes with a given
hop distance to an ONU. We develop a novel WMN analy-
sis based on the traffic loads at the individual nodes. The
novel analysis employs elementary queueing theory yet gives
a reasonably accurate characterization of the network behav-
ior, as verified through simulation results. Through extensive
numerical evaluations based on the novel analysis and veri-
fying simulations, we examine the trade-offs when superim-
posing the clustered FiWi network on a WMN. We find that
with proper clustering, the clustered FiWi network substan-
tially improves the throughput–delay performance compared
to the existing WMN.

This article is organized as follows. Section 2 gives a brief
review of the related work on FiWi networks. In Sect. 3, the
FiWi network model is described. Section 4 gives the mathe-
matical delay and throughput analysis of the clustered FiWi
network. In Sect. 5, we examine the accuracy of the proposed
analytical model through comparisons with simulations and
present discussions of network design strategies and guide-
lines. Section 6 gives the conclusion of our study.

2 Related work

To increase the throughput of a WMN, different modified
WMN architectures have been proposed and studied [76].
One of the architectures is hybrid WMN, which consists of
multiple wire-connected gateways and wireless mesh nodes.
In [1], it is shown that linear scaling of throughput can be
approached in a two-tier hybrid network. Studies [44,88] fur-
ther studied the conditions for achieving the linear scaling of
throughput. The number of hops, multi-hop uplinks, and fail-
ure tolerance in a hybrid WMN are examined in [69]. The
downlink capacity of a hybrid cellular ad hoc network with
fading channels is studied in [40]. An asymptotic analysis of
a hybrid WMN consisting of wireless mesh nodes and gate-
ways has been conducted in [79]. The throughput of multi-tier
hybrid WMN consisting of multiple gateways and different
tiers of radio nodes is studied in [89,93]. Most of the obtained
results are for the asymptotic case, which studies the ideal

number of gateways for an increasing number of nodes so as
to ensure throughput scalability, and may not be applicable
for the analysis of a fixed-size hybrid WMN.

Several related studies have focused on queueing analy-
sis of specific MAC mechanisms in the contexts of wire-
less ad hoc and mesh networks, e.g., [12,26,36,47,84,86].
In contrast, our analysis considers a generic MAC model and
focuses on the effects of partitioning a WMN into several
clusters supported by ONUs. Another set of related studies
has focused on the impact of routing. For instance, routing
metrics for a WMN network have been defined in [57], while
the QoS effects of multi-commodity flow modeling have been
examined in [49] and multicast is studied in [51]. A capacity-
aware route selection algorithm for increasing the through-
put of a WMN has been proposed in [16]. A strategy for
redirecting traffic to different gateways has been proposed
in [46]. Simulation evaluations of WMN routing have been
reported in [6,37], while measurement evaluations have been
conducted in [5,34].

Another set of related studies has developed queuing mod-
eling approaches for WMNs. For instance, Wu et al. [83] have
derived bounds on the queueing delays in a WMN with spe-
cific linear and grid topology, while a tree topology is exam-
ined in [52]. Scheduling algorithms in WMNs are evaluated
with an M/D/1 queue model for each WMN link in [60].
Chen et al. [18] studied the delay bound violation probabil-
ities of a WMN where each wireless mesh node is modeled
as a single queue; in contrast, we model the wireless mesh
node as a combination of two M/M/1/K queues so as to dis-
tinguish relay and locally generated traffic. Feng et al. [25]
studied the throughput and delay of a WMN with symmetric
tree topology by applying a parallel-server queuing model.
However, the parallel-server queuing model cannot describe
the network behavior when the traffic loads are not balanced
among the nodes with the same hop distance to the gateway.
Asymptotic evaluations of the scaling behaviors of WMN
have been examined in [19], while a framework for WMN
analysis based on network calculus is outlined in [62,80].
A clustering of a WMN with support from wired gateways
similar to our study has been analyzed by Pandey et al. [61].
Pandey et al. consider a specific load balancing approach and
model only the gateway nodes, through M/M/1 queues. In
contrast, we develop a more comprehensive queueing model
encompassing all the WMN nodes and gateways.

A FiWi network is an example of a two-tier hybrid
WMN. FiWi network technology choices and their impli-
cations for FiWi network structures have been extensively
investigated [4,29,65,91]. Specific routing and scheduling
strategies for FiWi networks have been examined in [20,
33,35,45,81,90]. Complementary throughput–delay analy-
ses for specific medium access control and quality of ser-
vice mechanisms in FiWi networks have been presented
in [7,21,24,43]. We also briefly note for completeness that
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the analysis of energy saving mechanisms and their respec-
tive impact on FiWi network performance has gained increas-
ing interest [10,39,64,75]. The present study complements
the existing FiWi network literature in that it contributes a
fundamental analysis of the throughput–delay implications
of partitioning a given WMN into several WMN clusters,
each supported by an ONU. The presented analysis, thus,
provides an evaluation methodology for examining the impli-
cations of the WMN cluster structure in a FiWi network and
presents evaluation results for the trade-offs and interactions
between WMN clusters and PON.

3 Network modeling

3.1 WMN and FiWi network architecture models

To study the effect of superimposing the FiWi network onto
an existing WMN, we first give the model of the existing
WMN, which we refer to as the maternal network. We con-
sider a maternal network consisting of N wireless mesh nodes
and one gateway. All wireless mesh nodes operate on the
same radio frequency and have transmission range r . The
transmission rate of the wireless channel is W bits per sec-
ond. Packets are forwarded (upstream) in a multihop fashion
from a given source node to the gateway (downstream pack-
ets from the gateway to a destination node are not considered
in our model).

To transform a WMN into a FiWi network, the maternal
network is divided into Z non-overlapping clusters and one
ONU serving as the gateway is placed within each cluster,

Fig. 1 Illustration of a clustered FiWi network: the original maternal
(unclustered) wireless mesh network (WMN) is partitioned into Z = 3
clusters. Each cluster is served by an optical network unit (ONU) of the
passive optical network (PON)

Fig. 2 Queuing model of a wireless mesh node: locally generated
(source) packets are served by queue Qs, whereas queue Qr relays
packets from other nodes

see illustration for Z = 3 clusters in Fig. 1. We consider a
clustering arrangement with a given number of clusters Z to
be static, i.e., we do not consider dynamic on-the-fly changes
of the clustering. We define a cluster as a contiguous region of
the maternal network. Similar to the maternal network, pack-
ets are forwarded in a multihop fashion to the corresponding
gateway within each cluster. To avoid an unfair advantage of
the clustered FiWi network over the maternal network, we
assume that all wireless nodes in both the maternal network
and the clustered FiWi network still share the same radio
frequency and wireless transmission bit rate W , and have
the same transmission range r . When an upstream packet
reaches the gateway (ONU), it enters a queue and waits for
transmission out of the WMN. We note that the FiWi network
is identical to the maternal network when Z = 1.

We consider the heavy-loaded traffic model, which is com-
monly considered for tractability in WMN studies [50,77,
78]: each wireless mesh node is always backlogged with
locally generated packets waiting to be transmitted. We
model each wireless mesh node as the combination of two
queues, as shown in Fig. 2. Queue Qr serves the relayed
packets, while queue Qs serves the locally generated pack-
ets (and is always backlogged). A given wireless mesh node
mi , i = 1, . . . , N forwards packets as follows:

1. If Qr is empty, transmit a packet from the backlogged
queue Qs.

2. If Qr is not empty, transmit a packet from Qr with the
forwarding probability qi , or a packet from Qs with prob-
ability 1 − qi .

3.2 Routing protocol for wireless mesh nodes and relay
issues

Within each cluster, the shortest path routing protocol is
applied in the WMN part and if one node has multiple next
hop candidates, it randomly selects one of them on a per-
packet basis. Without loss of generality [3,15], we assume
that the WMN part of each cluster is highly connected and
robust and each wireless mesh node can find at least one
path to its corresponding gateway in the cluster. We define
an x-hop node as a wireless mesh node with hop distance
x to its corresponding gateway. Liu and Liao [50] studied
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a pure WMN under the assumption that each x-hop node
has to provide relay service for (nearly) the same number of
x + 1-hop nodes and can ask the same number of x − 1-hop
nodes to relay its outgoing packets. We do not consider this
homogeneity assumption since it requires the WMNs to be
set up in a specifically designed homogeneous topology and
our results in Sect. 5 show that the homogeneity assumption
fails to describe true WMN behaviors, especially when highly
heterogenous WMNs are formed by dividing the maternal
network into clusters.

3.3 Medium access control protocol

3.3.1 WMN part

We do not consider a specific MAC protocol for the WMN;
instead, we consider the generic MAC model proposed
in [50]. The generic MAC model [50] describes the network
behavior through the probability p(x) of successful channel
access. Specifically, p(x) represents the probability of an x-
hop node obtaining the transmission opportunity within one
time slot for a time-division-multiplexing-access (TDMA)
system. The values of the channel access probability p(x)of a
WMN are determined by many factors, including scheduling
policies, interference from neighboring nodes, physical chan-
nel conditions, and MAC protocols [11]. With proper mea-
surements, one can find a matching set of p(x) to describe a
specific WMN. Due to the facts that (a) p(x) is closely related
to the throughput of both relayed and locally generated traf-
fic at the x-hop nodes and (b) nodes with lower hop distance
to the gateways have to provide relay service for heavier
amounts of traffic, it is generally desired that the nodes with
lower hop distances to the gateway have higher values of
p(x). In this paper, previously studied channel access prob-
abilities p(x) for a pure WMN [50] are examined to observe
their effects in the FiWi environment.

3.3.2 Optical part

For the ONUs serving as gateways at the clusters, we assume
that all ONUs are identical and provide packet forwarding
service at the same fixed transmission speed. We acknowl-
edge that extensive research has examined dynamic band-
width allocation (DBA) mechanisms for the upstream trans-
missions in PONs [8,9,13,58,59,68,70,71]. However, in an
effort to expose the fundamental trade-offs between the wire-
less and optical parts in a tractable analysis, we consider
an elementary PON upstream service, namely equal (fixed)
bandwidth sharing by the ONUs. This simple model can be
applied to a conventional WDM PON [54,63,92], whereby
each ONU occupies a fixed portion of the total bandwidth of
the upstream wavelength channels, or a TDMA PON, where
each ONU is granted transmission permission during pre-

scribed time slots. With the fixed transmission speed assump-
tion, the ONUs can be modeled as M/D/1/K queues. We
note that this model applies also to other hybrid (wired-
added) WMN networks with gateways operating at fixed
transmission speed.

4 Throughput and delay analysis

In this section, we present the mathematical analysis of the
FiWi network. First, we study the queuing at a specific wire-
less mesh node mi , which leads to the derivation of the delay
and throughput of the WMN. With the results obtained for the
WMN, we further evaluate the delay and throughput of the
PON. The overall performance of a FiWi network is obtained
by combining results from both WMN and PON parts. The
main analysis notations are listed in Table 1.

Table 1 Summary of main notations

Notation Definition

Network structure

mi Wireless mesh node i, i = 1, . . . , N

hi Hop distance from node mi to the gateway

H Largest hop distance of the network

Sx Sx = { j : h j = x for j = 1, . . . , N }
Set of indices of nodes with hop distance x

Ri Ri = { j : mi is a possible next hop of m j

for j = 1, . . . , N }
Set of indices of possible previous hops of mi

fi Number of possible next hops of node mi

N (x) Number of nodes with hop distance x

Channel access and forwarding prob.

p(x) Channel access probability of a wireless mesh

node with hop distance x

q(x) Forwarding probability of a wireless mesh node

with hop distance x

Packet traffic rates at node mi

μi Overall pkt. service rate, source + relay traffic

σr,i Relay packet traffic output rate

σs,i Source packet traffic output rate

λi Relay packet traffic arrival rate

ρi Relay packet traffic intensity at node mi

M/M/1/K relay pkt. queue Qr at WMN node mi

K Buffer capacity in packets

Pb,i Blocking prob. of relay queue Qr at node mi

P0,i Probability of Qr being empty at mi

Performance metrics

TW (x) Source packet traffic throughput of set of

x-hop WMN nodes
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4.1 Packet service rates at wireless mesh node mi

We first study queuing behaviors at a given wireless mesh
node mi . A similar analysis based on the assumption of a
homogeneous topology of WMN nodes that only considers
the hop distance x from the gateway is conducted in [50].
We generalize the analysis in [50] by considering individual
nodes mi so as to accurately model heterogeneous WMNs.
We consider a TDMA-based system, where a packet is suc-
cessfully transmitted within a time slot of duration tc. The
channel access probability pi describes the probability that
node mi obtains the transmission opportunity within a given
time slot. The length TI of the random interval between two
transmission opportunities at a given node mi is then char-
acterized by:

P(TI > ktc) = (1 − pi )
k, (1)

where k denotes any positive integer. Replacing ktc with t ,
we can rewrite (1) as:

P(TI > t) = (1 − pi )
t/tc . (2)

Binomial probabilities can be approximated by Poisson
probabilities under appropriate conditions [30]. In our net-
work model, the arrival of transmission opportunities can be
modeled as a Poisson process over a long time horizon. With
this approximation, we can further rewrite (2) as:

P(TI > t) ≈ e−μi t , (3)

where μi = 1/tc ln(1/(1 − pi )), thus, approximately,

μi ≈ pi

tc
. (4)

Note that μi denotes the arrival rate of transmission oppor-
tunities for node mi and is equivalent to the service rate of
packets of mi . We note that the service rate μi is shared by
the local packet queue Qs and the relay packet queue Qr of
mi .

As described in the network model in Sect. 3.1, the relay
packet queue Qr has probability of qi to obtain a given trans-
mission opportunity that has already been granted to node
mi . The service rate of relay packets in Qr is thus

μr,i = μi qi .

When Qr is empty, the transmission opportunity is automat-
ically granted to Qs. The effective relay packet traffic output
rate σr,i of Qr, i.e., the actual output rate of relayed packets
from Qr at node mi to the next hop, is equal to the service
rate of Qr multiplied by probability of Qr being nonempty,
i.e.,

σr,i = μr,i (1 − P0,i ), (5)

where P0,i (to be derived in Sect. 4.3) denotes the probability
of Qr of node mi being empty.

A transmission opportunity is always granted to the source
queue Qs when the relay queue Qr is empty. Thus, the service
rate μs,i of locally generated packets in Qs at node mi is

μs,i = μi − μr,i (1 − P0,i ). (6)

Since Qs is always backlogged for the considered heavy traf-
fic model, a locally generated packet is transmitted when the
transmission opportunity is granted to the source queue Qs.
The effective source packet traffic output rate σs,i of Qs is
thus identical to the service rate μs,i :

σs,i = μs,i . (7)

With (7) and (5), we readily verify that the overall effective
output rateσi = σs,i +σr,i of node mi is identical to the arrival
rate μi of transmission opportunities to mi . We note that in
the presented model, (a) packet transmission opportunities
arrive to a given node mi according to a Poisson process (and
all transmission opportunities are utilized for either source or
relay packets), and (b) the outgoing Poisson traffic of node mi

is the potential incoming traffic of its next-hop nodes. Thus,
the Poisson packet arrival and service processes at a wireless
mesh node make the M/M/1/K queue model applicable.

4.2 Packet arrival rate at wireless mesh node mi

In the proposed network model, a maternal WMN is divided
into several clusters. Though we still assume that each wire-
less node can find at least one path to its corresponding gate-
way, the situation that typically each x-hop node has to pro-
vide relay service for the same number of x + 1-hop nodes
and can ask the same number of x − 1-hop nodes to relay its
outgoing packets does not apply in the general case, i.e., the
clustered FiWi network. With different numbers of clusters
and dividing strategies, each cluster could be fragmented and
the traffic loads are likely very different among nodes with
the same hop count. Figure 3 illustrates a simple example
of a routing scenario resulting in heterogeneous traffic loads
among the wireless mesh nodes. Assuming that all wireless
mesh nodes share the same channel access probability pi ,
the 1-hop node on the right in Fig. 3 has twice the traffic
load of the 1-hop node on the left. To derive a mathematical
analysis suitable for the heterogeneous traffic loads likely to
arise from clustering a WMN, we study the input and output
traffic loads for each individual wireless mesh node mi and

Fig. 3 Illustration of routing scenario leading to heterogeneous traffic
loads at wireless mesh nodes
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derive its traffic intensity, which is an essential parameter for
the delay and throughput analysis.

We define the set of the node indices of the possible pre-
ceding nodes of a given node mi as

Ri = { j : mi is a possible next hop of m j ,

for j = 1, . . . , N }. (8)

According to the routing protocol in Sect. 3.2, a given node
can choose the next hop randomly among its possible next
hop candidates on a per-packet basis, i.e., all its next hop
candidates share the same portion of the outgoing traffic.
With this routing, we can express the arrival packet rate (of
relay traffic) λi at node mi as

λi =
∑

j∈R j

μ j

f j
, (9)

where f j is the number of next hop candidates of preceding
node m j and μ j/ f j is the input rate of relayed packets from
preceding node m j to the considered node mi . According to
the properties of the exponential distribution, the distribu-
tion of the interarrival time between the packets transmitted
from m j to mi is also exponential with mean f j/μ j , i.e.,
the incoming packet process at mi is also a Poisson process.
Since the superposition of independent Poisson processes
is also a Poisson process, we conclude that the incoming
process of all relayed packets is a Poisson process, whereby
the distribution of the time between two incoming relayed
packets is exponential with mean 1/λi . With the property
that both incoming and outgoing processes are Poisson, the
relay queue Qr of a wireless mesh node mi can be modeled
as an M/M/1/K queue, where K denotes the buffer size in
packets. We define the relay traffic intensity of mi as

ρi = λi

μi
. (10)

4.3 M/M/1/K queue model for relay queue Qr

As noted in the preceded subsections, the relay queue
Qr in each wireless mesh node can be modeled as a
M/M/1/K queue. We briefly review the queueing theory
for the M/M/1/K queue in Appendix 1. We note that for a
fixed holding capacity of K packets, the mean waiting time
WM(μ, λ, K ) in Eq. (33) in Appendix 1 is a function of both
the service rate μ and the arrival rate λ, while the probabilities
of the queue being empty (PM,0, see Eq. (30) in Appendix 1)
and full (PM,K , see Eq. (29) in Appendix 1) are functions
of only the traffic intensity ρ. Thus, to correctly evaluate the
delay in a given wireless mesh node, i.e., correctly evalu-
ate average waiting time in the M/M/1/K queue, we need
to know the correct arrival and service rates of packets at
each wireless mesh node mi , which have been derived in the
Sect. 4.2.

4.4 Throughput of the WMN part

In the preceding Sects. 4.2–4.3, we have studied the incoming
and outgoing packet traffic processes of a wireless mesh node
mi . We have shown that the relay queue Qr in a wireless mesh
node mi can be modeled as an M/M/1/K queue. The exact
analysis of the WMN part would require delay and through-
put calculation for all possible node-to-gateway paths for all
nodes in the WMN. This exhaustive evaluation could involve
prohibitively high complexity for a large WMN since nodes
with long hop distances tend to have many possible paths
to the gateway. In this section, we propose an approximate,
low-complexity evaluation of the throughput performance of
the WMN part.

First, we study the end-to-end throughput of the WMN
part. For the x-hop wireless mesh nodes, we define the source
packet traffic throughput TW(x) as the average number of
packets generated by the x-hop wireless mesh nodes reaching
the gateways per unit time. Mathematically, TW(x) can be
expressed as the total source packet traffic output rate of the
x-hop nodes multiplied by the probability of the packets not
being blocked at any of the intermediate relay nodes. Since
the exhaustive evaluation of the blocking probabilities for all
individual paths could be highly complex, we propose the
following approximate method for evaluating the average
blocking probability of the paths for the x-hop nodes. We
first evaluate the average blocking probability on the wireless
WMN path for the nodes with hop distance x as:

PW,b(x) =
∑

i∈Sx

PM,K (ρi , K )

N (x)
, (11)

where Sx = {i : h j = x for i = 1, . . . , N } is the set of
nodes indices of the x-hop nodes, N (x) denotes the number
of x-hop nodes, and PM,K (ρi , K ) is obtained from Eq. (29)
in Appendix 1. For a packet generated at an x-hop node, we
approximate the probability of reaching the gateway without
blocking as:

x−1∏

h=1

[1 − PW,b(h)], (12)

since all packets generated at the x-hop nodes, with x =
1, 2, . . . , H , have to pass through x − 1 relay nodes without
blocking to reach the gateway. With the non-blocking prob-
ability obtained in Eq. (12), the aggregate throughput of the
x-hop nodes can be expressed as the product of the source
packet traffic output rate of the x-hop nodes and the non-
blocking probability. Specifically, we define the aggregate
source packet traffic output rate of the x-hop nodes

σs,agg(x) =
∑

i∈Sx

σs,i . (13)
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Nodes with x = 1 hop to the gateway cannot be blocked at
a relay node, while nodes with x = 2, 3, . . . , H hops need
to be relayed by x − 1 nodes without blocking to reach the
gateway, resulting in the source traffic throughput of x-hop
nodes in the WMN

TW(x) =

⎧
⎪⎨

⎪⎩

σs,agg(1), x = 1

σs,agg(x)

x−1∏

h=1

[1 − PW,b(h)], x = 2, . . . , H.

(14)

From Eq. (14), we note that since source traffic output rate
σs,i and blocking probability PW,b(x) are functions of chan-
nel access probability p(x) and forwarding probability q(x),
the throughput is also a function of both p(x) and q(x), as
numerically studied in Sect. 5.

The aggregate WMN throughput is obtained by summing
TW(x) over the hop distance x :

TW,agg =
H∑

x=1

TW(x). (15)

Note that all packets must be forwarded to the gateways by
the 1-hop nodes; thus, the aggregate WMN throughput is
also equal to the aggregate output rate of the 1-hop nodes,
i.e., defining μ(1) as the service rate at the 1-hop nodes

TW,agg = N (1)μ(1). (16)

The average per node WMN throughput is:

TW,avg = TW,agg

N
. (17)

4.5 WMN delay

Building on the traffic rates at the individual wireless mesh
nodes mi examined in the preceding subsections, we derive
in this subsection first the mean WMN delays under consid-
eration of the individual heterogeneous traffic loads at the
nodes. Subsequently, we contrast with the analysis approach
of Liu and Liao [50] that considers only the mean traffic load
of the nodes at a given hop distance.

4.5.1 Our approach: based on individual node loads

We define the end-to-end delay of a packet in the WMN part
as the time between when the first bit of the packet leaves
the source node and when the last bit of the packet reaches
the gateway. For a packet generated at an x-hop node, the
end-to-end delay consists of the length of the x time slots for
the packet transmissions and the queuing delays at the x −
1 intermediate nodes providing relay service. For an x-hop

node providing relay service, we approximate the average
waiting time for the relayed packets in its relay queue Qr as:

WW,avg(x) =
∑

i∈Sx

WM(μi , λi , K )

N (x)
, (18)

whereby the mean waiting time WM(μi , λi , K ) in an M/M/

1/K queue is obtained from Eq. (33) in Appendix 1.
With the knowledge of the average waiting time WW,avg(x)

in a given wireless mesh node with hop distance x , we obtain
the expected end-to-end WMN delay as follows. A node with
a hop distance x = 1 transmits a source packet only when a
transmission opportunity at the node is not utilized by a relay
packet. With the delay measurement starting when the first
bit leaves the source node, the source packet traffic generated
at 1-hop nodes experiences an end-to-end WMN delay cor-
responding to only the transmission delay tc. Source packet
traffic generated at x-hop nodes with x = 2, 3, . . . , H needs
to be transmitted x times and incurs the relay queue waiting
times at relay nodes that are 1, 2, . . . , x − 1 hops from the
gateway. In summary,

DW(x) =

⎧
⎪⎨

⎪⎩

tc if x = 1

xtc +
x−1∑

h=1

WW,avg(h) if x = 2, . . . , H.
(19)

The average end-to-end delay DW,avg of the WMN part
can be calculated by averaging the delays of packets reaching
the gateways. Specifically, we weigh the delay DW(x) expe-
rienced by x-hop nodes by the corresponding source traffic
output rate TW(x) of x-hop nodes:

DW,avg =
∑H

x=1 TW(x)DW(x)

TW,agg
. (20)

The analysis in this section provides the delay and throughput
performance for the WMN part and we note that the analytical
model does not limit the number Z of gateways, which makes
this analysis applicable to other general WMNs.

4.5.2 Contrast to analysis based on mean load at a hop
distance

Liu and Liao [50] presented a delay and throughout analysis
for a WMN assuming that all nodes with a given hop dis-
tance have on average (nearly) the same input and output
packet traffic rates (which lead to the same average traffic
intensities). With this assumption, the average of the queuing
behaviors of the nodes with the same hop distance is iden-
tical to the queuing behavior of a single node with the con-
sidered average of the input and output packet traffic rates at
the individual nodes. For networks with heterogeneous input
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and output traffic rates at the different nodes (at the same hop
distance), this assumption introduces large inaccuracies since
the blocking probability and queue length of an M/M/1/K
queue are not linear functions of the traffic intensity. That
is, averaging the input/output traffic rates and computing
the blocking prob./queue length based on the average of the
input/output traffic rates are not equivalent to averaging the
blocking probs./queue lengths of the individual queues if the
individual queues have substantially different input/output
traffic rates.

4.6 Throughput–delay analysis for PON part

When the packets are received by the gateways, they are
immediately forwarded to the corresponding ONUs. Each
ONU operates as a queue and transmits its queued pack-
ets to the OLT when transmission opportunities are given.
Since all ONUs share the same physical optical bandwidth,
several packet scheduling techniques have been proposed
to efficiently utilize the bandwidth usage [13,58,72,92]. In
this paper, we consider a basic model without any specific
scheduling policies. We assume that the PON part operates in
TDMA fashion and that each ONU can transmit its packets
at specific time slots, which results in a deterministic service
rate at each ONU. Similar to the wireless network, we denote
tD as the time slot duration needed to transmit a packet in the
PON part. We proceed to show that the ONUs can be mod-
eled as M/D/1/K queues and derive the overall delay and
throughput of the FiWi network.

To show that the ONUs can be modeled as M/D/1/K
queues, we first examine the packet arrival rates at the ONUs.
At each ONU, the packets are forwarded directly from the
corresponding gateway, i.e., an ONU and its correspond-
ing gateway share the same input packet traffic. We define
gz, z = 1, . . . , Z , as the number of 1-hop nodes in cluster
z. Similar to the arguments in Sect. 4.2, we find that the
incoming packet process at each gateway is Poisson since it
is the superposition of several Poisson processes. Thus, the
Poisson packet arrival rate at the gateway of cluster z is

λD,z = gz
p(1)

tc
= gzμ(1), (21)

since there are gz 1-hop nodes in cluster z and each 1-hop
node feeds a traffic stream with rate p(1)/tc to the gate-
way. Considering that all Z ONUs operate at the same fixed
rate (with fixed equal sharing of the total PON upstream
bandwidth), each individual ONU can be modeled as an
M/D/1/K queue with service rate

μD,z = 1

tD Z
. (22)

The resulting traffic intensity of the ONU in cluster z is:

ρD,z = gz p(1)tD Z

tc
. (23)

For a FiWi network serving both wireless users and wired
users that are directly connected to an ONU, e.g., through
fiber to the home (FTTH), the traffic load (intensity) of an
ONU is the sum of traffic loads from wireless and wired
users.

Based on the queueing theory for the M/D/1/K queue,
as reviewed in Appendix 2, we proceed to analyze the delay
and throughput for the PON part. We define the aggregate
throughput TO,agg of the PON part as the average number
of packets reaching the OLT per unit time. The aggregate
throughput TO,agg is the sum of the effective output rates of
the ONUs

TO,agg =
Z∑

z=1

gzμ(1)[1 − PD,K (ρD,z, K )], (24)

where gzμ(1) is the input rate at the ONU of cluster z and
1 − PD,K (ρD,z, K ) is the probability that the packets are not
blocked. We note that the throughput of the PON part is also
the throughput of the FiWi network.

The average delay at the ONUs is obtained by weigh-
ing the delays WD(μD,z, λD,z, K ) at the individual ONUs
z, z = 1, . . . , Z , by the corresponding packet output rates
gzμ(1)(1 − PD,K (ρD,z, K )):

WO

=
∑Z

z=1 WD(μD,z, λD,z, K )gzμ(1)[1 − PD,K (ρD,z, K )]
TO,agg

.

(25)

4.7 Performance analysis of clustered FiWi network

With the performance analysis for both the WMN and PON
parts derived in the preceding subsections, we can obtain
the overall performance of the FiWi network. The aggregate
FiWi throughput TF is equal to the aggregate throughput of
the PON part as given by (24). Similar to the WMN analysis,
we define the overall end-to-end delay of a packet in the FiWi
network as the time between when the first bit of the packet
leaves the source node and when the last bit of the packet
reaches the OLT. The delay can be calculated by adding the
average delays generated at the wireless mesh nodes and
the ONUs. For the packets generated at the x-hop node, the
average delay DF(x) is:

DF(x) = DW(x) + WO + tD, (26)
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where tD is the transmission delay at the ONU. The average
end-to-end delay of a packet can be calculated as:

DF,avg = DW,avg + WO + tD, (27)

with the average WMN delay DW,avg given in (20) and the
average PON delay WO given in (25).

5 Numerical evaluation

For the numerical evaluations, we set the packet size to
1500 Byte and the time slot lengths for both the WMN and
PON part are set to the time needed to transmit one packet.
The buffer of the relay queues Qr of the wireless mesh nodes
and the ONUs is set to K = 64 packets. All simulation results
have been obtained with 98 % confidence intervals that are
less than 2 % of the corresponding sample means and are too
small to be visible in the plots.

5.1 Network topology

We consider a topology with 126 wireless mesh nodes dis-
tributed on 6 rings, as also considered in [50] and illustrated
in Fig. 4. Ring h has a radius of (55h) m and 6h wireless
mesh nodes are located with even spacing on the ring. Each
wireless mesh node has a transmission range of r = 100 m.
The wireless mesh nodes are static and from the maternal
network. This design ensures that (a) Each wireless mesh
node can find at least one node within its transmission range
on both its inner and outer rings, but it cannot find any node

−400 −300 −200 −100 0 100 200 300 400
−400

−300

−200

−100

0

100

200

300

400
Wireless Mesh Node
Gateway Node

Fig. 4 Network topology with 126 wireless mesh nodes placed on
rings h, h = 1, 2, . . . , 6, with radius (55h) m. The illustration shows
the simulated FiWi network with Z = 4 clusters

Table 2 Characteristics of FiWi network for different number of clus-
ters Z : average hop distance to ONU, maximum hop distance H in
network, and number of nodes N (1) with one hop to an ONU

Z avg. dist H N(1)

1 4.333 6 6

2 2.714 5 20

3 2.143 4 33

4 1.810 3 42

5 1.667 3 52

6 1.667 3 54

7 1.540 3 64

8 1.508 3 68

9 1.500 3 69

10 1.476 3 72

within its transmission range that is two or more rings away.
(b) Each wireless mesh node can communicate with its two
neighbors on the same ring. This design ensures robustness
of the network even when it is divided into clusters. To divide
the maternal network into a FiWi network with Z clusters,
the maternal network is cut into Z even circular sectors and
the gateways are located in the centroid of each circular sec-
tor. For the WMN case, i.e., Z = 1, the gateway is placed in
the center of the rings.

We first briefly examine elementary characteristics of the
considered network. Table 2 gives the average hop distance
from a node to its corresponding ONU. Note from Eq. (16)
that the aggregate output of the WMN part is in proportion to
the number N (1) of nodes with a hop distance of one to their
gateway and the table shows that the N (1) values increase
with the number of clusters Z , which indicates that dividing
the maternal network into more clusters increases the aggre-
gate throughput of the WMN part (and in turn increases the
traffic load of the PON part). Table 2 also indicates that the
average hop count of the wireless mesh nodes decreases as the
number of clusters Z increases and Eq. (19) shows that pack-
ets from higher hop count nodes suffer from higher delays
due to more relay hops.

5.2 Channel access Prob. pi and forwarding Prob. qi

We consider example scenarios where all x-hop nodes have
the same channel access probability pi and forwarding prob-
ability qi , i.e.,

pi = p(x) ∀ i such that hi = x

qi = q(x) ∀ i such that hi = x,
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Table 3 Channel access
prob. p(x) and forwarding
prob. q(x) as a function of hop
distance x to gateway for setting
pth for varying number of
clusters Z

(a) Channel access prob. p(x) from (37) in Appendix 3 and (28)
Z p(1) p(2) p(3) p(4) p(5) p(6)

1 0.0410 0.0186 0.0109 0.0067 0.0039 0.0017

2 0.0203 0.0091 0.0048 0.0030 0.0024 n/a

3 0.0152 0.0065 0.0042 0.0033 n/a n/a

4 0.0136 0.0053 0.0042 n/a n/a n/a

5 0.0118 0.0053 0.0046 n/a n/a n/a

6 0.0114 0.0055 0.0045 n/a n/a n/a

7 0.0103 0.0055 0.0050 n/a n/a n/a

8 0.0099 0.0056 0.0051 n/a n/a n/a

9 0.0098 0.0057 0.0051 n/a n/a n/a

10 0.0096 0.0058 0.0051 n/a n/a n/a

(b) Forwarding prob. q(x) from (39) in Appendix 3

Z q(1) q(2) q(3) q(4) q(5)

1 0.9203 0.8795 0.8221 0.7289 0.545455

2 0.7707 0.6170 0.4128 0.1875 n/a

3 0.6649 0.4190 0.2142 n/a n/a

4 0.6220 0.2142 n/a n/a n/a

5 0.5565 0.1351 n/a n/a n/a

6 0.5351 0.1666 n/a n/a n/a

7 0.4699 0.0967 n/a n/a n/a

8 0.4375 0.1034 n/a n/a n/a

9 0.4295 0.1052 n/a n/a n/a

10 0.4055 0.1111 n/a n/a n/a

where hi is the hop distance of node mi to its corresponding
gateway. Each setting satisfies

H∑

x=1

N (x)p(x) = 1, (28)

which guarantees that at least one wireless mesh node is
granted the transmission opportunity per time slot. Specif-
ically, we consider three different settings for the channel
access probability p(x) and the forwarding probability q(x),
which effectively control the bandwidth allocation:

p07: Each wireless mesh node has the same channel access
probability, i.e., p(1) = p(2) = · · · = p(H) =
1/126, and the same forwarding probability q(x) =
0.7.

pth: p(x) is set according to Eq. (37) in Appendix 3 and
q(x) is set to the lower bound in (39), see Table 3.

pde: p(x) is set according to Eq. (37), see Table 3a, and q(x)

is set to 0.975, which is higher than the lower bound
in (39), cf. Table 3b, further reducing the delay of the
WMN part.

5.3 WMN throughput and delay

5.3.1 Comparison of individual load and mean load
analyses

We initially set the wireless transmission bit rate to 100 Mb/s
and the PON transmission bit rate to 1 Gb/s. In Fig. 5a and b,
we compare mean throughput and delay obtained with sim-
ulations, our analysis based on individual node traffic loads,
and the analysis in [50] based on the mean node traffic load
at a given hop distance. Specifically, in Fig. 5a, we plot the
source packet traffic throughput of the 2-hop nodes TW(2) in
the WMN. We observe that our analytical method (labeled
with suffix “-the”) provides good prediction of the simula-
tion results (labeled with suffix “-sim”), while the analyt-
ical results of [50] (labeled with suffix “-the[Liu]”) fail to
describe the accurate throughput behavior when the number
Z of clusters increases.

For a low number Z of clusters, the level of heterogeneity
of the traffic loads of the nodes at a given hop distance is
relatively low. For instance, for the maternal network Z = 1

123



88 Photon Netw Commun (2015) 29:78–95

1 2 3 4 5 6 7 8 9 10
0

5

10

15

20

25

30

35

Number of Clusters

T
hr

ou
gh

pu
t (

M
b/

s)

p07−sim
p07−the
p07−the[Liu]
pth−sim
pth−the
pth−the[Liu]
pde−sim
pde−the
pde−the[Liu]

1 2 3 4 5 6 7 8 9 10
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

Number of Clusters

D
ea

ly
 (

S
ec

on
d)

p07−sim
p07−the
p07−the[Liu]
pth−sim
pth−the
pth−the[Liu]
pde−sim
pde−the
pde−thu[Liu]

(a) (b)

Fig. 5 Mean throughput and delay characteristics of WMN with
100 Mb/s wireless transmission bit rate as a function of number of clus-
ters Z . Our analysis (the) based on individual node traffic loads closely
matches the simulations (sim), while the analysis [50] (the[Liu]) based

on the mean of the traffic loads of the nodes at a given hop distance
deviates significantly from simulations, especially for large number of
clusters Z . a 2-hop node source throughput TW (2). b Average per node
delay

of the network topology illustrated in Fig. 4, all nodes on the
first ring (h = 1) receive relay traffic from five nodes in the
second ring (i.e., a given node on the first ring is within the
transmission range of five nodes on the second ring). How-
ever, nodes on the second ring (h = 2) receive relay traffic
from either three or four nodes in the third ring; and this pat-
tern of receiving relay traffic from either three or four nodes
continues for nodes on rings h = 3, 4, and 5. In contrast,
for Z = 4 clusters, each of the ONUs illustrated in Fig. 4
serves a quarter sector of the network. The wireless mesh
nodes located between a given ONU and the outer edge of
the original network have now significantly more relay traf-
fic than the wireless mesh nodes with the same hop distance
located between the ONU and the center of the original net-
work. Thus, the level of heterogeneity of the traffic loads of
the nodes at a given hop distance increases with increasing
number of clusters Z .

As noted in Sect. 4.5.2, the analysis approach in [50]
averages the traffic loads of the nodes at a given hop dis-
tance x to the gateway. The average traffic load is then
employed to obtain the blocking probability PM,K through
Eq. (29) in Appendix 1, which governs the throughput, see
Sect. 4.4. Generally, the blocking probability PM,K viewed
as a function of the load ρ has two near-linear segments,
namely for very low loads (ρ → 0) and for very high loads
(ρ → ∞) [30]. Thus, if all individual node loads lie in one
of the near-linear segments, then the blocking probability for
the average of the loads closely approximates the average of
the blocking probabilities evaluated for the individual loads.
Thus, the approach in [50] gives increasing discrepancies
from the true mean throughput as the traffic loads of the nodes
at a given hop distance become increasingly heterogeneous.

Similarly, we observe for the mean WMN delay plotted
in Fig. 5b that our analytical method precisely describes the
WMN delay, while the analytical results of [50] generally

diverge substantially from the simulation results. Only for
Z = 1, for the p07 setting does the [50] approach accurately
give the mean delay because all the queues are very highly
loaded in this scenario (i.e., are operating in a near linear
segment of WM). Even for low cluster numbers Z , the delay
analysis [50] differs substantially from the simulations. This
is mainly because the mean WMN delay evaluation considers
the entire range of hop distances. For the [50] analysis, the
traffic load variations at each of the hop distances would need
to fall into a near-linear segment of the WM curve, which is
highly unlikely. We thus conclude that the consideration of
the individual node loads at each hop distance level, as con-
sidered in our analysis, is required for accurate throughput–
delay evaluation of a WMN with heterogeneous node traffic
loads.

5.3.2 Impact of channel access and forwarding Prob

We observe from Fig. 5b that the pth setting provides lower
WMN delays than the p07 setting, while the pde setting fur-
ther reduces the delay. The pde setting has higher forwarding
probabilities q(x) than the pth setting. The higher forwarding
probabilities q(x) provide higher service rates to the relayed
traffic, which reduces the delay for relayed traffic, resulting in
lower WMN delay. The p07 setting has the same forwarding
probability of 0.7 for each hop distance, resulting in bottle-
necks and high delays as packets approach the gateway.

We note that the pth and pde settings have the same chan-
nel access probabilities p(x) and would (for the considered
continuously backlogged sources, see Sect. 3.1) result in the
same aggregate throughput TW,agg of the WMN part, see
Eq. (16). To provide detailed insight into the throughput
characteristics of the different channel access and forwarding
probability settings p07, pth, and pde, we present results for
the 2-hop node source packet traffic throughput TW(2) in this
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section. We observe from Fig. 5a that the source packet traffic
throughput of all 2-hop nodes TW(2) first generally increases
with the number of clusters Z and then reaches a plateau or
slightly decreases for large Z . These overall dynamics of the
throughput curves are mainly due to the number of 2-hop
nodes in the network, which initially grows and then slightly
decreases as the number of clusters Z increases.

Next, we observe from Fig. 5a that the pde setting achieves
the highest 2-hop source packet traffic throughput TW(2).
Moreover, the pth setting achieves higher TW(2) than the
p07 setting for a small number of clusters Z ; however, for
large Z , the TW(2) of pth drops below the TW(2) of the p07
setting. These differences are primarily due to the forwarding
probabilities q(x). The pde setting has the highest forwarding
probabilities q(x), which prioritize the transmission of the
relayed packets (so that they are rarely blocked at the 1-
hop nodes). With the pth setting, the forwarding probability
(at a given hop distance x) q(x) generally decreases as the
number of clusters Z increases, see Table 3b. As a result,
for a large number of clusters Z , the pth setting gives lower
priority to the relayed packets, leading to a decrease in the
2-hop node source throughput TW(2). In contrast, the p07
setting has constant forwarding probability q(x), irrespective
of the number of clusters Z , and thus achieves higher TW(2)

throughput than the pth setting for large Z .
In the following sections, we consider the aggregate

throughput TW,agg of the WMN part as well as the FiWi
network throughput TF = TO,agg (24).

5.4 Throughput and delay of clustered FiWi network

In Fig. 6, we plot the mean FiWi network throughput TF =
TO,agg (24) and mean FiWi network delay DF,avg (27).

5.4.1 Channel access and forwarding probabilities

We observe from Fig. 6a, c, and e that for a given fixed num-
ber of clusters Z , the pth and pde settings give the same
throughput, while the p07 setting gives lower throughput.
The pth and pde settings have the same channel access prob-
abilities p(x). Thus, as noted in Sect. 5.3.2, both settings
result in the same aggregate WMN throughput TW,agg as the
continuously backlogged 1-hop nodes utilize any available
transmission opportunities for their source traffic. The uni-
form channel access probabilities p(x) for the different hop
distances x with the p07 setting give rise to bottlenecks at the
nodes close to the gateway (ONU), as observed previously
in [28,41,50], limiting the throughput.

We observe from Fig. 6b, d, and f that for fixed Z , the pde
setting gives the lowest delay, followed by pth, and then p07.
The pde setting prioritizes the forwarding of relay traffic,
reducing the delay compared to the pth setting. The high

delays with the p07 setting are due to bottlenecks close to
the ONUs.

5.4.2 Number of clusters Z

For all channel access/forwarding probability (i.e., band-
width allocation) settings, we observe from Fig. 6 that
the overall throughput–delay performance levels gener-
ally improve with increasing number of clusters Z . The
throughput–delay improvements reaped from increasing the
number of clusters Z are most pronounced for small Z , i.e.,
for FiWi networks with up to four or five clusters. Increasing
the number of clusters beyond Z = 5, brings small improve-
ments, especially when the ratio of optical transmission rate
to wireless transmission rate is low, as examined in more
detail in the next subsection.

5.4.3 Optical to wireless transmission bit rate ratio
(ow-ratio)

Advancing wireless transmission technologies may increase
the transmission bit rates in the WMN relative to the trans-
mission bit rate on the PON. For instance, the different WMN
clusters of the FiWi network could operate on different trans-
mission channels, thus vastly increasing the effective wire-
less transmission bit rates. We model such advances through
varying the ratio of optical to wireless transmission bit rate
(ow-ratio) for the considered network operating on a single
radio frequency (see Sect. 3.1).

In Fig 6c and d, we increase the wireless transmission
bit rate tenfold, i.e., to 1 Gb/s, compared to Fig. 6a and b,
i.e., the ow-ratio is reduced from ten in Fig. 6a and b to one
in Fig 6c and d. We observe that while the curves in these
two pairs of plots have the same shape, the FiWi network
with 1Gb/s wireless transmission rate in Fig 6c and d pro-
vides close to ten times the throughput while reducing the
delay to a tenth compared to the FiWi network with 100Mb/s
wireless transmission rate in Fig. 6a and b. This improve-
ment in the absolute throughput–delay values while main-
taining the same shapes of the throughput and delay curves
as a function of the number of clusters Z is mainly due the
WMN part limiting the overall performance in both FiWi net-
works. The FiWi network with 1Gb/s wireless transmission
rate can essentially fully utilize the wireless transmission bit
rate increase to increase the overall network performance.
That is, there is effectively no penalty due to the increasing
load on the PON part operating at 1 Gb/s.

However, reducing the ow-ratio further to 0.5 in Fig. 6e
and f, we observe that the pth and pde settings reach the
1 Gb/s transmission bit rate limit of the PON part with Z = 3
clusters in Fig. 6e, while p07 reaches the limit with Z = 7
clusters. Similarly, we observe from Fig. 6f that the mean
FiWi delays are not further reduced for growing number of
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Fig. 6 Mean FiWi network throughput–delay performance as a func-
tion of number of clusters Z for 1 Gb/s optical transmission rate com-
bined with 100 Mb/s, 1, or 2 Gb/s wireless transmission rate. a Through-
put, 1 Gb/s opt.–100 Mb/s wirel. b Delay, 1 Gb/s opt.–100 Mb/s wirel.

c Throughput, 1 Gb/s opt.–1 Gb/s wirel. d Delay, 1 Gb/s opt.–1 Gb/s
wirel. e Throughput, 1 Gb/s opt.–2 Gb/s wirel. f Delay, 1 Gb/s opt.–
2 Gb/s wirel

clusters Z . For the ow-ratio = 0.5, the PON becomes the
bottleneck as the number of clusters Z increases, as further
examined in Fig. 7.

We examine the interplay between the limitations of the
WMN part and the PON part in more detail by compar-
ing the mean throughput and delay (from simulations) of
only the WMN part and the overall FiWi network (i.e.,
the combination of WMN and PON parts) in Fig. 7. The

WMN part accounts for the throughput and delays up to the
point when the packets reach the gateways (ONUs). The
delay unit is the length of the wireless time slot and the
throughput unit is the number of packets per wireless time
slot.

We observe from Fig. 7a that for the p07 setting and the
ow-ratios 10 and 1, the delay and throughput of the WMN
part and the FiWi network are essentially identical. This indi-
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Fig. 7 Comparison of throughput–delay performance of WMN part
and overall FiWi network as a function of the number of clusters Z
for different channel access/forwarding probability settings p07, pth,

and pde and optical to wireless transmission bit rate ratios (ow-ratios).
a p07 setting. b pth setting. c pde setting

cates that the FiWi network performance is limited by the
WMN part, while the PON part blocks almost no packets
and introduces negligible delay. For the ow-ratio 0.5, the
FiWi network performance remains essentially identical to
the WMN part for six or fewer clusters. When the number of
clusters reaches Z = 7, the throughput of the WMN part, i.e.,
the input traffic speed to the PON part, begins to exceed the
transmission bit rate of the PON part, and the PON part begins
to limit the FiWi network throughput. When the throughput
of the WMN part exceeds the transmission bit rate of the
PON part, the packets begin to be stored in the queues of the
ONUs and the delay caused by the PON part significantly
contributes to the overall FiWi network delay. Since the FiWi
network delay is the sum of the delay of the WMN part and
the delay of the PON part, the delay of the PON part can
be observed as the difference between the FiWi network and
WMN delay curves. This difference becomes visible in the
tail of the delay curves for ow-ratio=0.5 for the p07 setting
in Fig. 7a.

We observe from Fig. 7b and c that for the pth and pde
settings, the PON part limits the throughput of the FiWi net-
work for the ow-ratio 0.5 as soon as the number of clusters
exceeds two. Examining closer the difference between the
FiWi network and WMN delay curves, we observe that for
the ow-ratio 0.5, increasing the number of clusters beyond
two leads to a widening gap of the delay curves, i.e., increas-
ing PON delay. With an increasing number of clusters Z ,
each ONU is allocated less bandwidth, i.e., lower service
rate, while the traffic intensity is increased due to the increas-
ing WMN throughput. The resulting growing queues in

the ONUs increase the PON delay. The increasing PON
delay is essentially compensated by the decreasing WMN
delay, resulting in nearly steady FiWi network delay for
increasing number of clusters Z in Fig. 7b and c. How-
ever, the growing gaps between the WMN and FiWi net-
work throughput curves in Fig. 7b and c indicate increasing
packet drop probabilities for increasing Z for the ow-ratio
0.5.

We conclude the evaluation section by illustrating a design
example of a QoS-aware FiWi network which requires a
FiWi network throughput around 50 % of the wireless chan-
nel bit rate. The aggregate throughput of the FiWi network,
which is equivalent to the throughput of the PON part, is
given by Eq. (24). Based on Eq. (24), we can determine
the throughput as a function of the number of clusters Z ,
as illustrated in Fig. 7. Figure 7 indicates that increasing
the number of clusters Z generally increases the through-
put. Specifically, we observe from Fig. 7 that for the p07
channel access and forwarding probability setting, we need
Z = 7 clusters to satisfy the desired throughput crite-
rion, whereas for the pth and pde settings, Z = 3 is suf-
ficient.

6 Conclusion

We have developed a low-complexity, yet reasonably accu-
rate analytical model for the throughput–delay evaluation
of a clustered FiWi network. The partitioning of a WMN
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into several small clusters, each supported by an ONU of a
PON leads typically to highly heterogeneous traffic loads at
the wireless mesh nodes with a prescribed hop distance to
the ONU. Previous WMN analysis techniques based on the
mean traffic load at the nodes with a given hop distance to
the gateway fail to model such heterogeneous node traffic
loads. We introduced a throughput–delay analysis based on
the individual nodal traffic loads so as to enable the evaluation
of FiWi networks consisting of WMNs with heterogeneous
node traffic loads.

Our evaluations of the effects of superimposing a FiWi
network onto an existing WMN indicated that partition-
ing a WMN into an increasing number of clusters gener-
ally improves the throughput–delay performance, particu-
larly compared to a WMN without clusters or a small num-
ber of clusters. However, dividing a WMN into many clusters
does not always improve performance. Rather, the FiWi per-
formance is limited by the WMN part when the throughput of
the WMN part is lower than the PON transmission rate. When
the throughput of the WMN part exceeds the PON transmis-
sion rate, the WMN delay decrease achieved by increasing
the number of clusters Z , and can be counter-compensated by
increasing delay in the PON part. Also, the limitation of the
FiWi network throughput by the PON bandwidth can cause
increasing packet drop probabilities as the WMN throughput
is increased by increasing the number of clusters Z .

There are many exciting directions for future research on
clustered FiWi networks. One important direction is to exam-
ine the network planning issues arising from clustered FiWi
networks, i.e., the specific planning of the node clusters and
placement of the ONUs according to traffic demands and
the constraints of existing infrastructure [53,66]. Moreover,
it is important to study the integration of the traffic flows
from the WMN clusters into the overall traffic management
of optical PON access networks and their interconnection
to optical metropolitan area networks, e.g., [2,17,56,67,85].
Another direction is to explore the interactions between the
bandwidth allocations to the ONUs of the PON, the WMN
clusters, and the source nodes, such as individual wireless
local area networks or sensor networks feeding traffic into
the WMN clusters, see e.g., [82,87].

Appendix 1: Review of M/M/1/K Queue

Define the traffic intensity as ρ = λ/μ, where λ and μ are
the packet arrival rate and the packet service rate of the queue
holding at most K packets. The queue holds K packets, i.e.,
blocks newly arriving packets, with probability [30]:

PM,K (ρ, K ) =
{

(1−ρ)ρK

1−ρK+1 if ρ �= 1
1

K+1 if ρ = 1.
(29)

The probability of the queue being empty is:

PM,0(ρ, K ) =
{

1−ρ

1−ρK+1 if ρ �= 1
1

K+1 if ρ = 1
(30)

and P0,i in Eq. (5) can be obtained as:

P0,i = PM,0(ρi , K ). (31)

The average queue length is [30]:

LM(ρ, K ) =
{

ρ
1−ρ

− ρ(KρK +1)

1−ρK+1 if ρ �= 1
K (K−1)
2(K+1)

if ρ = 1.
(32)

The average waiting time is:

WM(μ, λ, K ) = 1

μ
+ LM(ρ, K )

λ[1 − PM,K (ρ, K )] . (33)

Appendix 2: Review of M/D/1/K Queue

Define input packet rate λ, output packet rate μ, and traffic
intensity ρ = λ/μ. Denote PD,k(ρ, K ), k = 0, . . . , K , for
the stationary state probabilities of holding k packets in the
queue. For 0 ≤ k ≤ K − 1, the steady state probability can
be obtained with the recursion [30]:

PD,k(ρ, K ) = λak−1 PD,0(ρ, K ) + λ

k∑

j=1

ak− j PD, j (ρ, K ),

(34)

where an = 1
λ
(1 − ∑n

j=1 e−ρρ j/j !). The K th state proba-
bility, i.e., the blocking probability, is:

PD,K (ρ, K ) = ρ PD,0(ρ, K ) − (1 − ρ)

K−1∑

j=1

PD, j (ρ, K ).

(35)

The recursion starts with PD,0 = 1 and the state probabilities
are normalized with the equation

∑K
i=0 PD,i (ρ, K ) = 1. An

explicit formula for PD,k(ρ, K ) is derived in [14], but the
calculation process involves a large number operations for
large K and may not be suitable for computational work
[74]. With the state probabilities, the average waiting time
WD(μ, λ, K ) of an M/D/1/K queue can be evaluated by
applying Little’s law:

WD(μ, λ, K ) = 1

μ
+ LD(ρ, K )

λ[1 − PD,K (ρ, K )] , (36)

where LD(ρ, K ) = ∑K
k=0 k PD,k(ρ, K ) is the average length

of the M/D/1/K queue.
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Appendix 3: Bandwidth Fair Sharing for WMN

One of the major problems of a WMN is the fairness share
problem [28,41] where the nodes with higher hop distance
suffer from lower throughput compared to the nodes with
lower hop distance. For a TDMA system, it is desired that
the wireless nodes closer to the gateways should be allocated
more radio resources, i.e., higher channel access probability
p(x) for lower hop count x , since they have to provide more
relay services. If the scheduling scheme failed to provide
sufficient radio resources to the wireless nodes closer to the
gateways to maintain a reasonable relay traffic intensity, then
low throughout and high delay would occur due to frequent
buffer overflow and further affect the overall performance of
the WMN. Liu and Liao [50] proposed the following wire-
less channel allocation scheme which we apply to the FiWi
network:

p(x)

p(x + 1)
= Nr(x)

[
1 + 1

R(x)

]
, x = 1, 2, . . . , H − 1.

(37)

where

R(x) =
H∑

i=x

i∏

j=x

Nr(i), x = 1, 2, . . . , H − 1,

and

Nr(x) =
{

N (x+1)
N (x)

if x = 1, . . . , H − 1
0 if x = H.

(38)

Equation (37) gives the p(x) design criteria which provide
fair throughput to all wireless mesh nodes regardless of the
hop distances under the assumption that the relayed traf-
fic is distributed evenly among the wireless mesh nodes.
Inequality

q(x) > 1 − 1

1 + R(x)
. (39)

specifies a lower bound for the forwarding probability q(x)

ensuring that an x-hop node is capable of providing fair band-
width allocation [50].
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