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ABSTRACT

In this paper, we report on a s
alable and reliable swit
hless wavelength division multiplexing (WDM) network that

is based on an arrayed{waveguide grating (AWG). All wavelengths are used for data transmission and signaling

is done in{band. Ea
h node at the network periphery is equipped with a single tunable trans
eiver for data and

a broadband light sour
e for 
ontrol while the network itself is 
ompletely passive. Broad
asting is realized by

spe
trally sli
ing the broadband signal. The proposed random distributed medium a

ess proto
ol is reservation

based and s
hedules variably sized data pa
kets on a �rst{
ome{�rst{served and �rst{�t basis without resulting


ollisions. The proto
ol supports both pa
ket and 
ir
uit swit
hing and allows for multi
asting. The degree of


on
urren
y is signi�
antly in
reased by using multiple free spe
tral ranges (FSRs) of the AWG, spatially reusing

wavelengths and transmitting data and 
ontrol informations simultaneously by means of 
ode division multiplexing.

Our analyti
al results demonstrate that exploiting multiple FSRs of an AWG signi�
antly improves the throughput{

delay performan
e of the network.

Keywords: AWG, CDMA, MAC, multi
asting, multiple FSRs, pa
ket/
ir
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hing, reliability, s
alability,

spe
tral sli
ing, WDM

1. INTRODUCTION

Due to the very high transmission rates in opti
al wavelength division multiplexing (WDM) networks ele
troni


pro
essing devi
es are very expensive or even unfeasible at present resulting in ele
tro{opti
 bottlene
ks. Several

photoni
 swit
hing te
hniques have been investigated su
h as opti
al label swit
hing (OLS), opti
al burst swit
hing

(OBS), opti
al pa
ket swit
hing (OPS) and photoni
 slot routing (PSR)

1

.
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Those approa
hes avoid ele
tro{opti


bottlene
ks by letting the pa
kets remain in the opti
al domain. WDM networks based on wavelength sensitive

devi
es su
h as an AWG have routing 
hara
teristi
s that depend on the wavelength. Transmitters 
an rea
h di�er-

ent destinations by simply 
hanging the wavelength.

3

These networks naturally move the swit
hing fun
tionality

towards the network periphery leading to signi�
antly redu
ed network 
osts and 
omplexity and simpli�ed network

management. With tunable trans
eivers we are able to realize swit
hless single{hop networks.

4

Single{hop net-

works have some very desirable properties su
h as minimum hop distan
e (unity), high 
hannel utilization, inherent

transparen
y and low pro
essing requirements at ea
h node.

In this paper, we develop a novel MAC proto
ol for a swit
hless AWG based network. Our network ar
hite
ture

exploits multiple free spe
tral ranges (FSRs) of the AWG; thus in
reasing the network eÆ
ien
y. We then develop

and analyze a random Medium A

ess Control (MAC) proto
ol for the proposed network. Our MAC proto
ol uses

spe
trally sli
ed LEDs for in{band signaling and 
ompletely avoids 
ollisions of data pa
kets. We note that networks

exploiting multiple FSRs of an AWG have re
eived only little attention in the literature. To our knowledge this is

the �rst paper to develop and analyze a random MAC proto
ol for a network exploiting multiple FSRs of an AWG.
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Figure 1. Properties of an AWG: a) Periodi
 wavelength routing, b) spatial wavelength reuse

2. UNDERLYING PRINCIPLES

In this se
tion, we dis
uss two prin
iples that are important for understanding the subsequent MAC proto
ol: (1) the

periodi
 wavelength routing 
hara
teristi
s of an AWG and (2) the spe
tral sli
ing of a light emitting diode (LED)

broadband signal. Without loss of generality we 
onsider a 2� 2 AWG.

2.1. Periodi
 Wavelength Routing

In Fig. 1 a) we show a s
enario where six wavelengths are laun
hed into the upper AWG input port. The AWG routes

every se
ond wavelength to the same output port. This period of the wavelength response is 
alled free spe
tral range

(FSR). In our example, there are three FSRs, ea
h 
ontaining two wavelengths. Generally, the FSR of a D�D AWG,

D 2 N, 
onsists of D wavelengths, i.e., the physi
al degree of an AWG is identi
al to the number of wavelengths per

FSR. As shown in Fig. 1 b), this holds also for the lower AWG input port.

There are two important points to keep in mind. First, as shown in Fig. 1 b), ea
h wavelength 
an be applied on

all AWG input ports simultaneously. The AWG routes wavelengths su
h that no 
ollisions o

ur at the AWG output

ports. Thus, with a D �D AWG ea
h wavelength 
an be spatially reused D times. Se
ond, ea
h FSR provides one

wavelength for 
ommuni
ation between a given AWG input port and an arbitrary AWG output port. Hen
e, using

R FSRs, R 2 N, allows for R simultaneous transmissions between ea
h AWG input/output port pair.

2.2. Spe
tral Sli
ing

Spe
tral sli
ing is a means to realize broad
asting in WDM networks that are based on wavelength sensitive devi
es.
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Fig. 2 depi
ts the same s
enario as shown above; in addition, an LED broadband signal is fed into the upper AWG

input port. The LED signal spans all six wavelengths (
hannels). The AWG sli
es the LED spe
trum su
h that in

ea
h FSR one sli
e is routed to either AWG output port. Using R FSRs, there are R sli
es at ea
h AWG output

port. All those sli
es 
arry the same information. Hen
e, re
eivers atta
hed to the AWG output ports are free to


hoose one of the R sli
es in order to retrieve the information. Note that while being tuned to any of those sli
es the

re
eiver 
an monitor only wavelengths that originate from the same AWG input port as the LED signal. However,
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Figure 2. Spe
tral sli
ing of a broadband LED signal
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ture

wavelengths and the LED broadband signal 
an be used simultaneously at the same AWG input port only if they


an be distinguished at the re
eiver. This problem will be addressed in the next se
tion.

There are three important points to keep in mind. First, spe
tral sli
ing is an elegant way to realize broad
asting.

Se
ondly, ea
h FSR 
ontains one sli
e per AWG output port. Finally, listening to an LED sli
e restri
ts the re
eiver

to wavelengths that originate from the same AWG input port as the LED signal.

3. ARCHITECTURE

The network and node ar
hite
ture is depi
ted in Fig. 3. The network is based on a D � D AWG. At ea
h AWG

input port a wavelength{insensitive S � 1 
ombiner is atta
hed. Similarly, at ea
h AWG output port signals are

distributed by a wavelength-insensitive 1� S splitter. Ea
h node is 
omposed of a transmitting and re
eiving part.

The transmitting part of a node is atta
hed to one of the 
ombiner ports. The re
eiving part of the same node is

lo
ated at the opposite splitter port.

The network 
onne
ts N nodes, with N = D � S. For a given number of nodes N there are several possible

ar
hite
tures with di�erent values of D and S. The 
hoi
e of D and S tradeo�s spatial wavelength reuse and re
eiver

throughput. Due to the wavelength routing 
hara
teristi
s of the AWG ea
h wavelength 
an be used at all ports

simultaneously (spatial wavelength reuse). Spatial wavelength reuse in
reases the degree of 
on
urren
y resulting in

an improved throughput{delay performan
e. Therefore, from the spe
trum reuse point of view it is reasonable to


hoose a large D for a given N . On the other hand, small values of D imply that many re
eivers are atta
hed to

the same splitter, i.e., S be
omes large. This has the advantage that ea
h pa
ket 
an be re
eived by more nodes

leading to an in
reased re
eiver throughput. An in
reased re
eiver throughput allows for eÆ
ient multi
asting sin
e

multi
ast pa
kets have to be transmitted fewer times.

Let us now take a look at the node stru
ture. Ea
h node 
ontains a laser diode (LD) for transmission and a

photodiode (PD) for re
eption. Given the wavelength routing 
hara
teristi
s of the AWG, both transmitter and

re
eiver have to be tunable over at least D wavelengths in order to provide full 
onne
tivity. In addition, ea
h node

uses a light emitting diode (LED) for broad
asting 
ontrol pa
kets. The broadband LED signal (10 � 100 nm) is

spe
trally sli
ed su
h that all re
eivers are able to obtain the 
ontrol information. No additional re
eiver is required

if the signaling is done in{band, i.e., LED and LD signals overlap spe
trally. However, data and 
ontrol information

have to be distinguishable at the re
eiver. This 
an be a
hieved by 
ode division multiple a

ess (CDMA).

6

The


ontrol information is spreaded before modulating the LED. A

ordingly, at the re
eiving part the 
ontrol information

is retrieved by despreading a part of the in
oming signal.

Although CDMA is a means to in
rease the degree of 
on
urren
y we use only one 
ode. This redu
es the 
rosstalk

penalty and the 
omputational 
omplexity at ea
h node. In the proposed ar
hite
ture ea
h node has to pro
ess the




ontrol signals of all other N � 1 nodes. This 
omputational overhead 
an be
ome a serious bottlene
k that a�e
ts

the network s
alability. In order to a

omodate a large number of nodes and make the entire network s
alable it is

important to keep the 
omputational 
omplexity at ea
h node small.

Intra
hannel 
rosstalk due to spatial wavelength reuse has also to be taken into a

ount.

7

As a 
onsequen
e,

the AWG has to be realized as a free{spa
e devi
e or integrated AWGs with only a relatively small physi
al degree


an be deployed. However, in the next se
tion we see that for a �xed 
hannel spa
ing and trans
eiver tuning range

AWGs with a small physi
al degree allow for the use of multiple FSRs resulting in an in
reased number of 
hannels

between ea
h AWG input/output pair.

Another 
ru
ial issue is the small bandwidth{distan
e produ
t of LEDs even though they are used for transmitting

only low{rate 
ontrol information. Espe
ially for a large population the splitting losses due to the 
ombiners and

splitters in the proposed ar
hite
ture put severe 
onstraints on the power budget. Those 
onstraints 
an be relaxed

by inserting erbium{doped �ber ampli�ers (EDFAs) between ea
h 
ombiner/splitter and the 
orresponding AWG

port. Sin
e the physi
al degree of the AWG is rather small only a few EDFAs would be required. Alternatively, ea
h

LED signal 
ould be preampli�ed

8

or other broadband light sour
es su
h as �ber ampli�ers

9

or Fabry{Perot lasers

driven into 
lipping

10


ould be used instead of LEDs. Those solutions are either not very e
onomi
 or support only

small transmission rates. The most promising approa
h appears to be the use of superlumines
ent diodes (SLDs)

whi
h provide a signi�
antly improved power budget.
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4. MAC PROTOCOL

The wavelength assignment is s
hemati
ally shown in Fig. 4. The y{axis denotes the wavelengths used for transmission

and re
eption. As illustrated, R adja
ent FSRs are exploited. Ea
h FSR 
onsists of D 
ontiguous 
hannels, where

D denotes the physi
al degree of the underlying AWG. Trans
eivers are tunable over the range of R �D 
ontiguous

wavelengths. To avoid interferen
es at the re
eiver during simultaneous transmissions in di�erent FSRs of the AWG,

the FSR of the re
eivers have to be di�erent. In our 
ase, the FSR of a re
eiver is equal to R � D wavelengths.

The x{axis denotes the time. Time is divided into 
y
les whi
h are repeated periodi
ally. Nodes are assumed to be

syn
hronized to the 
y
le boundaries. Ea
h 
y
le is further subdivided into D frames.

The frame format of one wavelength is depi
ted in Fig. 5. A frame 
ontains F 2 N slots with a slot length equal

to the transmission time of a 
ontrol pa
ket (fun
tion and format of a 
ontrol pa
ket will be explained later). The

trans
eiver tuning time is assumed to be negligible. This is due to the fa
t that in the 
onsidered ar
hite
ture the

physi
al degree of the AWG is 
hosen above a 
ertain threshold. This guarantees spatial wavelength reuse that is high

enough to signi�
antly redu
e the wavelength pool and thereby the required trans
eiver tuning range. Trans
eivers

with a limited tuning range su
h as ele
tro{opti
 trans
eivers exhibit a negligible tuning time of a few nanose
onds.

Ea
h frame is partitioned into the �rst M; 1 � M < F , slots (shaded region) and the remaining (F �M) slots. In

the �rst M slots the pretransmission 
oordination takes pla
e. During this period 
ontrol pa
kets are transmitted

and all nodes are obliged to tune their re
eivers to one of the 
orresponding LED sli
es (
hannels) in order to obtain

the 
ontrol information. Owing to the wavelength routing properties of the AWG, in a given frame only nodes that

are atta
hed to the same 
orresponding 
ombiner 
an transmit 
ontrol pa
kets. Nodes atta
hed to AWG input port

i (via a 
ommon 
ombiner) send their 
ontrol pa
kets in frame i, 1 � i � D (see Fig. 4). Ea
h frame within a


y
le a

omodates 
ontrol pa
kets originating from a di�erent AWG input port. Hen
e, after D frames (one 
y
le)

all nodes have had the opportunity to send their 
ontrol pa
kets guaranteeing fairness. The M slots are not �xed

assigned. Instead, 
ontrol pa
kets are sent on a 
ontention basis using slotted ALOHA. This makes the entire network

s
alable. Control pa
kets arrive at the re
eivers after a propagation delay that is equal to half the round{trip time.

In the last (F �M) slots of ea
h frame no 
ontrol pa
kets are sent, allowing re
eivers to be tuned to any arbitrary

wavelength. This freedom enables transmissions between any pair of nodes. During those slots ea
h node pro
esses

the re
eived 
ontrol pa
kets by exe
uting the same s
heduling algorithm. The parameter M tradeo�s two kinds of


on
urren
y. During the �rst M slots of ea
h frame, 
ontrol and data pa
kets 
an be transmitted simultaneously,

but only from nodes whi
h are atta
hed to the same AWG input port. In this time interval pa
kets originating from

other AWG input ports 
annot be re
eived. Whereas, during the last (F �M) slots of ea
h frame all re
eivers are

unlo
ked and 
an be tuned to any arbitrary wavelength. As a 
onsequen
e, during this time interval data pa
kets

from any AWG input port 
an be re
eived. This allows for spatial wavelength reuse.

The MAC proto
ol works as follows. First, we 
onsider the transmitters at ea
h node. If a node has no data

pa
ket in its bu�er the LED and LD remain idle. When a data pa
ket destined to node j, 1 � j � N , arrives at



frame 2frame 1 frame 1 frame 2

(R-1)D+1

(R-1)D+2

RD

2D

D+2

D+1

D

2

1

FSR 1

FSR 2

FSR R

cyclecycle

frame D frame D
time

λ

= 
Reservation window for

port 2 port D port 1 port 2port 1 port D

nodes @ AWG input port x

AWG AWG AWG AWG AWG AWG

AWG
port x

Figure 4. Wavelength assignment

  =   

frame
(F slots)

Data

Controlframe

Data packets

M slots

Figure 5. Frame format

node i 6= j, 1 � i � N , node i's LED broad
asts a 
ontrol pa
ket in one of the M slots of the frame allo
ated to

the AWG input port that node i is atta
hed to. The slot is 
hosen randomly a

ording to a uniform distribution. A


ontrol pa
ket 
onsists of three �elds, namely, destination address, length of the 
orresponding data pa
ket, and a

type �eld. As illustrated in Fig. 5, the data pa
ket 
an be of variable size L; 1 � L � F , where L denotes the length

in units of slots. The type �eld 
ontains one bit and is used to enable pa
ket and 
ir
uit swit
hing.

Let us now take a look at the tunable re
eiver at ea
h node. Every node 
olle
ts all 
ontrol pa
kets by tuning its

re
eiver to one of the 
orresponding 
hannels during the �rst M slots of ea
h frame. Thus, it learns about all other

nodes' a
tivities and whether its own 
ontrol pa
ket was su

essful or not. In frame k, 1 � k � D, ea
h re
eiver


olle
ts the 
ontrol pa
kets originating from nodes that are atta
hed to AWG input port k. If its 
ontrol pa
ket has


ollided, node i retransmits the 
ontrol pa
ket in the next 
y
le with probability p, and with probability (1 � p) it

will defer the transmission by one 
y
le. The node retransmits the 
ontrol pa
ket in this next 
y
le with probability



p, and so forth. Su

essful 
ontrol pa
kets are put in a distributed queue.

All nodes pro
ess the su

essful 
ontrol pa
kets by exe
uting the same arbitration (s
heduling) algorithm in the

last (F�M) slots of ea
h frame. Consequently, all nodes 
ome to the same transmission and re
eption s
hedule. Note

that M has to be smaller than F to provide enough time for exe
uting the algorithm. Sin
e ea
h node has to pro
ess

the 
ontrol pa
kets of all nodes the 
omputational 
omplexity at ea
h node puts severe 
onstraints on the network

s
alability. A simple arbitration algorithm is required to relax those 
onstraints. For now, we apply a straightforward

greedy algorithm whi
h s
hedules the 
ontrol pa
kets on a �rst{
ome{�rst{served and �rst{�t basis. After re
eiving

a su

essful 
ontrol pa
ket the arbitration algorithm tries to s
hedule the transmission of the 
orresponding data

pa
ket within the following D frames. Those D frames do not ne
essarily have to 
oin
ide with the 
y
le boundaries.

The data pa
ket is sent in the �rst possible slot(s) using the lowest available wavelength. If there are not enough

slots available within the D frames the data pa
ket is not transmitted and the sour
e node has to retransmit the


ontrol pa
ket in the next 
y
le.

The length of the s
heduling window is equal to D for two reasons. First, by limiting the s
heduling length to a

small number of frames (re
all that D is expe
ted to be rather small) the 
omputational requirements at ea
h node

are kept small as well. Se
ondly, every D frames all nodes re
eive 
ontrol pa
kets from the same set of nodes. At the

same time, due to the wavelength routing properties of the AWG and the requirement that all nodes listen to the

LED sli
es only this set of nodes 
an transmit data pa
kets. Those data pa
kets were announ
ed by 
ontrol pa
kets

exa
tly D frames earlier. By making the s
heduling window D frames long, data and 
ontrol pa
kets 
an be sent

simultaneously. This kind of 
on
urren
y leads to an improved throughput{delay performan
e.

Next, we dis
uss the support for multi
asting and 
ir
uit swit
hing. Multi
asting is realized by the splitters. Ea
h

splitter distributes an in
oming pa
ket to all atta
hed nodes. By tuning the re
eivers to the respe
tive wavelength

the pa
ket 
an be obtained by more than one node. The resulting in
reased re
eiver throughput has a positive impa
t

on the network performan
e. Cir
uit swit
hing is realized by using the type and length �elds of the 
ontrol pa
ket.

The length �eld denotes the required number of slots per 
y
le. By setting the bit in the type �eld the sour
e node

indi
ates that this number of slots must be reserved in ea
h 
y
le. After re
eiving the 
ontrol pa
ket the 
ir
uit is

set up by 
hoosing the �rst possible free slots at the lowest available wavelength. Those slots are reserved in the

subsequent 
y
les until the 
onne
tion is terminated. If there are not enough free resour
es the 
ontrol pa
ket is

dis
arded and has to be retransmitted in the next 
y
le. The termination of a 
ir
uit works as follows. Suppose node

i; 1 � i � N , has set up a 
ir
uit, i.e., node i is granted a 
ertain number of slots per 
y
le whi
h was spe
i�ed in the

foregoing 
ontrol pa
ket. Furthermore, suppose j; 1 � j � M � 1, other nodes atta
hed to the same 
ombiner hold


urrently 
ir
uits. Then, in ea
h 
y
le node i repeats the 
ontrol pa
ket in slot j+1 of the 
orresponding reservation

window. To terminate the 
ir
uit, node i simply stops repeating the 
ontrol pa
ket. In doing so, all other nodes

noti
e that the 
ir
uit has terminated and the respe
tive slot is freed up for 
ontention. Note that during the holding

time of a 
ir
uit other 
ir
uits 
an be torn down. As a 
onsequen
e, the 
orresponding slot, say k; 1 � k � j + 1,

be
omes idle. Whenever this happens, all slots whi
h are larger than k and are used to indi
ate the existen
e of


ir
uits are de
remented by one. Thus, the �rst j slots of the 
orresponding reservation window indi
ate the existen
e

of 
ir
uits while the remaining (M � j) slots are free to be used for reservations. A node with a 
ontrol pa
ket to

send 
hooses randomly one of slots j + 1; j + 2; : : : ;M .

5. MODEL

In our analysis we fo
us on the 
ase of �xed size data pa
kets. For the analysis we make the following typi
al

assumptions

12

:

� A node with an empty bu�er generates a data pa
ket with probability � at the end of a frame.

� Ea
h node has a single{pa
ket bu�er. After transmitting a data pa
ket in a given frame the bu�er be
omes

empty at the end of that frame.

� A data pa
ket has a �xed size of F slots, i.e., L = F .

� Uniform uni
ast traÆ
: A data pa
ket is destined to any one of the other N � 1 nodes with equal probability.

� A transmitting node holds a 
ir
uit with probability r. Thus, r denotes the fra
tion of traÆ
 that is 
ir
uit

swit
hed.
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� The propagation delay � is the same for all nodes and is an integer multiple of one frame, i.e., all nodes are

equidistant from the AWG.

� Nonpersisten
y

13

: Random sele
tion of a destination node among the other N � 1 nodes is renewed for ea
h

attempt of transmitting a 
ontrol pa
ket. (The nonpersisten
y assumption is needed to obtain a Markovian

model.)

� Delayed �rst{time transmission

12

: A node sends out its 
ontrol pa
ket in a frame with probability p, for both

�rst{time transmission as well as retransmissions. (This assumption simpli�es the 
al
ulation of the probability

of 
ontrol pa
ket 
ollisions.)

Fig. 6 depi
ts an approximate model for the MAC proto
ol. Ea
h node 
an be in one of the (2� + 3) modes

during any frame. Transitions from one mode to another mode o

ur only at the beginning of a frame. The modes

are de�ned as follows:

� TH : Nodes in the TH (thinking) mode generate a data pa
ket with probability � at the end of a frame.

� B: Nodes in this mode are ba
klogged and send a 
ontrol pa
ket with probability p � � (where � a

ounts for

the 
y
les in the time stru
ture, as shall be explained later) at the beginning of the next frame.

� PQ

1

; PQ

2

; : : : ; PQ

�

: Those modes represent the propagation delay. After su

essfully transmitting a 
ontrol

pa
ket the 
orresponding data pa
ket is put in the distributed queue. Nodes move from mode PQ

i

to mode

PQ

i+1

, i = 1; 2; : : : ; � � 1, at the beginning of the next frame with probability 1.

� PR

1

; PR

2

; : : : ; PR

�

: Those modes are similar to the PQ

i

modes, i = 1; 2; : : : ; � . Nodes whose 
ollided 
ontrol

pa
kets have to be retransmitted enter the mode B after � frames.

� TR: Nodes in the mode PQ

�

whose data pa
kets are su

essfully s
heduled move to mode TR (transmission).

After one frame those nodes return to the TH mode. Nodes in mode PQ

�

whose data pa
kets are not s
heduled

due to the la
k of free resour
es (not enough free slots and/or wavelengths) move to mode B.

The system state in frame n, n 2 Z, is 
ompletely des
ribed by the following state ve
tor:

N(n) = (N

B

(n); N

PR

1

(n); : : : ; N

PR

�

(n); N

PQ

1

(n); : : : ; N

PQ

�

(n); N

TR

(n))

where N

X

(n) denotes the number of nodes in mode X in frame n. Note that N

TH

is not in
luded in the state ve
tor

sin
e it is linearly dependent on the other modes. With the nonpersisten
y assumption

fN(0);N(1); : : : ;N(n); : : :g

is a dis
rete{time multi{dimensional Markov 
hain with �nite but quite large state spa
e. The exa
t analysis of

that Markov 
hain would involve the 
al
ulation of the state transition probability matrix whi
h is 
omputationally

prohibitive. Therefore, we analyze the system at an equilibrium point using the equilibrium point analysis (EPA)

approa
h.
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6. ANALYSIS

In the EPA method the system is assumed to be always at an equilibrium point, de�ned as

N = (N

B

; N

PR

1

; : : : ; N

PR

�

; N

PQ

1

; : : : ; N

PQ

�

; N

TR

):

At an equilibrium point the expe
ted in
rease in the number of nodes in ea
h mode per unit time (i.e., frame) is

zero. Applying this 
ondition to all the modes, we get a set of so{
alled equilibrium point equations.

6.1. Equilibrium Point Equations

By writing the equation for ea
h mode, we get (2� + 3) equations. Let Æ

X

(N) be the 
onditional expe
tation of

the in
rease in the number of nodes in mode X in a frame, given that the system is in state N. Sin
e Æ

PR

i

(N) =

N

PR

i�1

�N

PR

i

= 0, i = 2; 3; : : : ; � , we 
an omit the subs
ript of PR by letting

N

PR

= N

PR

1

= � � � = N

PR

�

: (1)

Similarly, for the modes PQ

i

, i = 1; 2; : : : ; � , we get

N

PQ

= N

PQ

1

= � � � = N

PQ

�

: (2)

For the modes TH and B we have the following equations:

Æ

TH

(N) = N

TR

�N

TH

�

= N

TR

� [N �N

B

� �(N

PR

+N

PQ

)�N

TR

℄� = 0 (3)

Æ

B

(N) = [N

TH

� + (N

PQ

�N

TR

) +N

PR

℄�N

B

p� = 0: (4)

To obtain the remaining equilibrium point equations for the modes PR

1

, PQ

1

and TR we introdu
e the quantities

Y (N) and Z (N). Let Y (N) denote the 
onditional expe
tation of the number of nodes that move out from mode

B to mode PQ

1

, given that the system is in state N. Y (N) is identi
al to the average number of 
ontrol pa
kets

transmitted in a frame without 
ollision. With Y (N) we obtain the following equations for the modes PR

1

and

PQ

1

:

Æ

PR

1

(N) = N

B

p� � Y (N)�N

PR

= 0 (5)

Æ

PQ

1

(N) = Y (N)�N

PQ

= 0: (6)

Let Z (N) denote the 
onditional expe
tation of the number of nodes that move from mode PQ

�

to mode TR,

given that the system is in state N. Z (N) is identi
al to the average number of nodes that su

essfully transmit a

data pa
ket in a frame. With Z (N) we obtain the following equation for the mode TR:

Æ

TR

(N) = Z (N)�N

TR

= 0: (7)

Next, we need to solve for the unknown quantities �, Y (N) and Z (N). Re
all that a ba
klogged node 
an

transmit a 
ontrol pa
ket only in one frame per 
y
le that 
onsists of D frames. Let � denote the probability that

the next frame is allo
ated to the ba
klogged node. Thus, we get

� =

1

D

: (8)

On the average,N

TR

�r nodes transmit a 
ontrol pa
ket in ea
h frame to indi
ate the existen
e of the 
orresponding


ir
uits. Consequently, there are (M � N

TR

� r) free reservation slots in ea
h frame and the average number of

su

essfully transmitted 
ontrol pa
kets per frame is given by

12

Y (N) =

N

B

X

i=1

i

�

1�

1

M �N

TR

� r

�

i�1

�

N

B

i

�

(p�)

i

(1� p�)

N

B

�i

(9)

= N

B

p�

�

1�

p�

M �N

TR

� r

�

N

B

�1

: (10)



The result 
an be interpreted su
h that p�

�

1�

p�

M�N

TR

�r

�

N

B

�1

is the probability that a node`s 
ontrol pa
ket is

transmitted 
ollisionfree. The average number of nodes that move from mode B to mode PQ

1

is given by equation

(10).

Let q be the probability that a given slot of the �rst M slots of a frame 
ontains exa
tly one 
ontrol pa
ket that

is to be s
heduled. Then,

q =

Y (N) +N

TR

� r

M

: (11)

The probability that exa
tly i 
ontrol pa
kets are to be s
heduled in a frame is

P

i

=

�

M

i

�

q

i

(1� q)

M�i

; i = 0; 1; 2; : : : ;M: (12)

Ea
h of the i 
ontrol pa
kets originates from one of the N nodes with equal probability 1=N . With i 
ontrol

pa
kets, in ea
h frame the average number of 
ontrol pa
kets that belong to nodes atta
hed to the same 
ombiner is

equal to i � � = i=D. Re
all that due to their �xed size of F slots, data pa
kets 
an be sent from those nodes only

every D frames. Data pa
kets 
annot be transmitted in other frames sin
e they are larger than F �M slots. Thus,

in ea
h frame only nodes atta
hed to the same 
ombiner 
an send data pa
kets. Control pa
kets emanating from

nodes atta
hed to the same 
ombiner aggregate over the interval of D frames until data transmission takes pla
e. As

a 
onsequen
e, in ea
h frame the average number of 
ontrol pa
kets to be s
heduled is given by i=D �D = i.

The probability that at least one among those i 
ontrol pa
kets is destined to a given node under the assumption

that a node does not transmit to itself is equal to

13

p

o

(i) = 1�

"

i

N

�

1�

1

N � 1

�

i�1

+

�

1�

i

N

��

1�

1

N � 1

�

i

#

(13)

= 1�

�

1�

1

N � 1

�

i�1

N

2

� 2N + i

N(N � 1)

: (14)

Let g(i) denote the average number of nodes that su

essfully transmit a data pa
ket in a frame, given that i


ontrol pa
kets are to be s
heduled. Given this, the number of data pa
kets destined to nodes that are atta
hed to

the same splitter is binomially distributed B(S; p

o

(i)), with an average value equal to

P

S

k=0

k

�

S

k

�

p

o

(i)

k

[1� p

o

(i)℄

S�k

.

However, no more than R data pa
kets 
an be simultaneously transmitted to those nodes. This holds for ea
h of the

D splitters and we �nally obtain

g(i) = D

(

R

X

k=0

k

�

S

k

�

p

o

(i)

k

[1� p

o

(i)℄

S�k

+R

S

X

k=R+1

�

S

k

�

p

o

(i)

k

[1� p

o

(i)℄

S�k

)

: (15)

Note that at most S nodes 
an transmit data pa
kets in a frame. Hen
e, g(i) is bounded and the number of a
tually

transmitting nodes is equal to minfg(i); Sg.

The 
onditional expe
tation of the number of nodes that su

essfully transmit a data pa
ket in a frame, given

that the system is in state N, is given by

Z(N) =

M

X

i=0

g(i) � P

i

(16)

=

M

X

i=0

D

(

R

X

k=0

k

�

S

k

�

p

o

(i)

k

[1� p

o

(i)℄

S�k

+R

S

X

k=R+1

�

S

k

�

p

o

(i)

k

[1� p

o

(i)℄

S�k

)

�

�

�

M

i

�

q

i

(1� q)

M�i

: (17)

Using equations (5){(8) we 
an modify equations (3) and (10). Equation (3) be
omes

Z(N) =

�

1 + �

h

N �

�

1 +

�p

D

�

N

B

i

(18)



and equation (10) be
omes

Y (N) = N

B

p

D

�

1�

p

D (M � Z(N) � r)

�

N

B

�1

: (19)

Equations (17), (18) and (19) 
an be solved simultaneously for the variables N

B

, Y (N) and Z(N). The system

is unstable if there is more than one solution. Otherwise, if only one solution exists, the system is stable. N

B

, Y (N)

and Z(N) 
an then be used to provide the steady{state solution of the entire system. N

PR

i

, i = 1; 2; : : : ; � , is given

by equations (1) and (5). Similarly, N

PQ

i

, i = 1; 2; : : : ; � , is given by equations (2) and (6). A

ording to equation

(7), N

TR

is equal to Z(N). And N

TH

equals N minus the sum of the nodes in all other modes.

6.2. Performan
e Measures

The performan
e measures of interest are throughput and delay at an equilibrium point. The throughput S (N) is

de�ned as the expe
ted number of nodes in the a
tive mode TR:

S (N) = N

TR

: (20)

The mean pa
ket delay D (N) is measured from the time the pa
ket is generated at a node until the end of the

frame during whi
h it is transmitted. The system shown in Fig. 6 is a 
losed system, and, by Little`s law, N=S (N)

is the average time that a pa
ket experien
es from the moment the pa
ket enters mode TH until the time it returns

to mode TH . Also, 1=� is the average time that a pa
ket stays in mode TH . Thus, we get the average pa
ket delay

as

D (N) =

N

S (N)

�

1

�

: (21)

Note that D (N) is measured in number of frames.

7. NUMERICAL RESULTS

Due to spa
e limitations we investigate the impa
t of the key parameters on the throughput{delay performan
e of

the network. In parti
ular we 
onsider propagation delay � , physi
al degree of the AWG D, number of FSRs R, and

number of reservation slots per frame M . Unless stated otherwise, the parameters are set to the following default

values: D = 2, M = 8, N = 240, p = 0:5, r = 0:2, R = 3, S = 120, � = 10.

Fig. 7 depi
ts the impa
t of the propagation delay on the network performan
e. At low traÆ
 loads pa
kets

experien
e less delay for smaller propagation delays. Whereas with in
reasing traÆ
 larger propagation delays

provide a better throughput{delay performan
e. This is due to the fa
t that at low traÆ
 loads almost no 
ollisions

of 
ontrol pa
kets o

ur and nodes re
eive the su

essfully transmitted 
ontrol pa
kets earlier with smaller propagation

delays resulting in a de
reased delay. At higher traÆ
 loads the 
ontrol 
hannel gets more 
ongested. In this 
ase, a

larger propagation delay implies that nodes have to wait a longer time interval for the transmitted 
ontrol pa
kets.

During this time period those nodes do not a

ess the 
ontrol 
hannel resulting in less 
ontention and an in
reased

throughput and a de
reased delay due to fewer retransmissions.

Re
all that a given number of nodes 
an be 
onne
ted by AWGs with di�erent physi
al degrees. Fig. 8 shows

that a better throughput{delay performan
e 
an be a
hieved by 
hoosing AWGs with high physi
al degrees. In this


ase, fewer nodes are atta
hed to ea
h 
ombiner resulting in a redu
ed number of 
ollisions on the 
ontrol 
hannel.

However, a higher physi
al degree implies a longer 
y
le, i.e., more nodes are likely to be ba
klogged and a

ess

the 
ontrol 
hannel leading to more 
ollisions. This is why the performan
e improvement weakens with in
reasing

physi
al degree as illustrated in the �gure. At light traÆ
, AWGs with small degrees provide a slightly smaller delay

sin
e a ba
klogged node has to wait less time for the assigned frame due to the shorter 
y
le length.

The results in Fig. 9 
learly demonstrate the bene�t of using multiple FSRs of an AWG. Ea
h additional FSR

in
reases the degree of 
on
urren
y and thereby signi�
antly improves the throughput{delay performan
e of the

network. Using three FSRs instead of one, whi
h is typi
ally done in the literature, roughly doubles the maximum

throughput. However, using multiple FSRs requires trans
eivers with a larger tuning range.

Fig. 10 shows that a large reservation window has a positive impa
t on the system performan
e. By using many

reservation slots the 
ollision probability in ea
h slot is redu
ed and the number of su

essful 
ontrol pa
kets is

in
reased. However, long reservation windows require large data pa
kets. This 
ould be realized by means of traÆ


aggregation (grooming). Note that for M = 14 all three FSRs are used for data transmission.
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0,0 0,5 1,0 1,5 2,0 2,5 3,0 3,5 4,0 4,5
0

50

100

150

200

250

 R = 1

 R = 2

 R = 3

M
e

a
n

 D
e

la
y

Throughput

Figure 9. Mean pa
ket delay vs. throughput for dif-

ferent numbers of FSRs R 2 f1; 2; 3g

0,0 0,5 1,0 1,5 2,0 2,5 3,0 3,5 4,0 4,5
0

50

100

150

200

250

 M = 6

 M = 10

 M = 14

M
e

a
n

 D
e

la
y

Throughput

Figure 10. Mean pa
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8. CONCLUSION AND FUTURE WORK

In this paper, we have proposed and investigated an AWG based swit
hless WDM network with a very high degree

of 
on
urren
y. All wavelengths are used for data transmission and in{band signaling is deployed, i.e., no additional


ontrol 
hannel is required. The node stru
ture is simple and e
onomi
al. Ea
h node is equipped with a single tunable

trans
eiver and an LED. All nodes have global knowledge at any time and by exe
uting a 
ommon distributed

deterministi
 s
heduling algorithm network resour
es are used eÆ
iently. The MAC proto
ol 
ompletely avoids


ollisions of data pa
kets resulting in an improved throughput{delay performan
e. The network 
onsists of passive


omponents and is s
alable. Our analyti
al results indi
ate that the use of multiple FSRs of an AWG 
onsiderably

improves the throughput{delay performan
e of the network.

Future work will fo
us on the more general 
ase of variable{size pa
kets. Beside in{band signaling and using

multiple FSRs spatial wavelength reuse will be taken into a

ount as well. Spatial wavelength reuse is expe
ted to

further improve the throughput{delay performan
e of the network. In addition, multi
asting will be in
orporated in

order to in
rease the eÆ
ien
y and the re
eiver throughput. Finally, we plan to formulate an optimization problem

with the obje
tive of maximizing throughput and/or minimizing mean pa
ket delay.
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