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Abstract

We design and evaluate tra�c management schemes

for multimedia tra�c in multihop packet{switched net-

works. Our tra�c management schemes give multi-

media connections statistical Quality of Service (QoS)

guarantees while simultaneously permitting the net-

work to have a large connection{carrying capacity. We

consider a QoS requirement that is particularly ap-

propriate for multimedia connections which typically

can tolerate some loss but have rigid delay constraints.

Roughly speaking, we require that the fraction of traf-

�c that exceeds a specifc end{to{end delay limit be less

than a prescribed bound. To account for a diversity of

tra�c types, our design allows for connection speci�c

end{to{end delay limits and loss bounds. In order for

the network to be able to provide these statstical QoS

guarantees, we assume that each connections' tra�c

is regulated. In order to support many connections,

the links statistically multiplex the connections' traf-

�c. We propose a pragmatic scheme for multimedia

tra�c which consists of (i) leaky buckets for tra�c

regulation, (ii) smoothers at the network edges, and

(iii) bu�erless statistical multiplexing within the net-

work. We also develop a call admission procedure for

our tra�c management scheme. Finally, we compare

the connection{carrying capacity of our scheme with

that of guaranteed service schemes (i.e., no loss) using

GPS and RCS. Our numerical work indicates that our

scheme can support signi�cantly more connections.

1 Introduction

The development of tra�c management schemes for

multimedia tra�c in packet{switched networks has re-

ceived a great deal of attention over the last decade.

The challenge lies in designing tra�c management

schemes that give multimedia connections stringent

Quality of Service (QoS) guarantees while e�ciently

utilizing the networking resources. Much of the re-

search e�ort has focused on deterministic service disci-
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plines. These deterministic service disciplines assume

that the tra�c sent into the network by each connection

is regulated, for instance, by leaky buckets. The de-

terministic service disciplines guarantee lossless service

with speci�c, deterministic end{to{end delay bounds.

Generalized Processor Sharing (GPS) [9, 10] and the

Rate Controlled Service (RCS) discipline [17, 16, 6]

are the most prominent deterministc service disciplines.

Both have been studied very carefully in the context of

general multihop networks. The drawback of these de-

terministic service disciplines is that the typically imply

a small connection{carrying capacity for networks with

bursty multimedia tra�c.

We propose a tra�c management scheme that o�ers

Quality of Service (QoS) guarantees that are particu-

larly appropriate for multimedia tra�c and allows for

a large connection{carrying capacity of the network.

The QoS guarantees provided by our scheme can be

roughly stated as follows: the fraction of tra�c that

exceeds a speci�c end{to{end delay limit is below a pre-

scribed bound. We allow each connection to have its

own limit on the end{to{end delay and its own bound

on the fraction of tra�c that exceeds this delay limit.

These statistical QoS guarantees are particularly ap-

propriate for multimedia tra�c, whereby timestamping

and a playout bu�er can ensure the continuous playout

of video or audio without jitter. Our tra�c manage-

ment scheme works roughly as follows: we (i) smooth

each connection's tra�c at the connection's input to

the network as much as allowed by the connection's

delay constraint; (ii) employ bu�erless statistical mul-

tiplexing within the network; and (iii) base admission

control on the worst{case assumption that sources are

adversarial to the extent permitted by the connection's

regulator, while concurrently assuming the connections

generate tra�c independently.

The statistical multiplexing within the network in-

creases the connection carrying capacity of the network

signi�cantly at the exspense of miniscule losses in the

network. We provide numerical examples that demon-

strate that by allowing for very small losses of the or-

der of 10

�7

(which can be e�ectively hidden by error



concealment techniques [8]) our scheme can typically

support two to threee times the number of connections

that deterministic service disciplines can support.

In [12] we have laid the groundwork for our tra�c man-

agement scheme which relies on smoothing and bu�er-

less multiplexing. The work in [12] has focused on a

single node. In this paper we extend the tra�c man-

agement scheme of [12] to general multihop networks.

This paper is organized as follows. In Section 2 we for-

mally de�ne the leaky{bucket regulators and the statis-

tical QoS requirement. We also discuss the smoothers

at the network ingresses. In Section 3 we describe our

network model and analyze the multihop network. In

Section 4 we compare the performance of our smooth-

ing/bu�erless multiplexing scheme with that of deter-

ministic service disciplines.

2 Regulated Tra�c and the Statistical QoS

Requirement

In this paper we study networks consisting of intercon-

nected bu�erless nodes. We assume a virtual circuit,

connection{oriented network and view tra�c as 
uid,

that is, packets are in�nitesimal. The 
uid model,

which closely approximates a packetized model with

small packets, permits us to focus on the central issues

and signi�cantly simpli�es notation.

Each connection j entering the nework has an associ-

ated regulator function, denoted by E

j

(t), t � 0. The

regulator function constrains the amount of tra�c that

connection j can send into the network over all time

intervals. Speci�cally, if A

j

(t) is the amount of traf-

�c that connection j sends into the network over the

interval [0; t], then A

j

(t) is required to satisfy

A

j

(t+ �) �A

j

(�) � E

j

(t) 8� � 0; t � 0:

In this paper we focus on a regulator which consists of

a single leaky bucket; for the single leaky bucket, the

regulator function takes the following form:

E

j

(t) = �

j

+ �

j

t:

Note that the single leaky bucket regulator constrains

the long{run average rate of connection j to be no

greater than �

j

. Our tra�c management scheme can

be extended in a straightforward manner to more com-

plex regulators consisting, for instance, of a cascade of

leaky buckets. However, GPS which we shall use as a

benchmark to evaluate our scheme, has been analyzed

extensively in [9, 10] for single leaky bucket regulators.

We will make use of some of those analytical results

in our performance evaluation and focus therefore on

single leaky bucket regulators throughout this paper.

Each connection also has a QoS requirement. We con-

sider a QoS requirement that is particularly appropri-

ate for multimedia tra�c that has stringent end{to{end

delay requirements but can tolerate some loss. Specif-

ically, each connection has a connection{speci�c delay

limit and a connection{speci�c loss bound. Let d

j

and

�

j

denote the delay limit and loss bound for connection

j. Any tra�c that over
ows at one of the bu�erless

links in the network is considered to have in�nite delay,

and therefore violates the delay limit. The QoS require-

ment is as follows: the long{run fraction of connection{

j tra�c that is delayed by more than d

j

seconds must

be less than �

j

.

This QoS requirement can assure continuous, uninter-

rupted playback for a multimedia connection as fol-

lows. Each bit (or packet for packetized tra�c) is time{

stamped at the source. If a bit from connection j is

time{stamped with value x, the bit (if not lost in the

network) arrives at the receiver no later than x + d

j

.

The receiver delays playout of the bit until time x+d

j

.

Thus, by including a bu�er at each receiver, the re-

ceiver can playback a multimedia stream without jitter

with a �xed delay of d

j

and with a bit loss probability

of at most �

j

.

The �rst aspect of our strategy is to pass each connec-

tion's tra�c through a bu�ered smoother at the con-

nection's input to the network. We design the smoother

for connection j so that the connection{j tra�c is never

delayed by more than d

j

in the smoother. After having

smoothed a connection's tra�c, we pass the smoothed

tra�c to the network, and the tra�c follows its route

through the network. At each link along its route,

the connection's tra�c is statistically multiplexed with

tra�c from other connections. The second aspect of

our strategy is to remove all of the bu�ers inside the

network; that is, we use bu�erless statistical multiplex-

ing rather than bu�ered multiplexing before each link

in the network. In our 
uid model, a connection's traf-

�c that arrives to a bu�erless link either 
ows through

the link without any delay or over
ows at the link, and

therefore has in�nite delay. The QoS requirement of

a connection j is met if the fraction of connection{j

tra�c that over
ows any of the links along the route

of connection j is less than �

j

. Also, note that pro-

vided the loss at each link is small, we can reasonably

approximate a connection's tra�c at the output of the

multiplexer as being identical to its tra�c at the input

of the multiplexer. In other words, a connection that

satis�es a certain regulator constraint at the input of

a node satis�es the same regulator constraint at the

output of the node.

For the smoother at the input of connection j to the

network we use a bu�er which serves tra�c at rate

c

�

j

. When the smoother bu�er is nonempty, tra�c is

drained from the bu�er at rate c

�

j

. When the smoother
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Figure 1: Multihop network with N nodes.

bu�er is empty and connection{j's tra�c is arriving at

a rate less than c

�

j

, tra�c leaves the bu�er exactly at

the rate at which it enters the bu�er.

Using the theory developed in [2], it can be shown that

the maximum delay in the smoother is

max

t�0

(

E

j

(t)

c

�

j

� t

)

:

We set the smoother rate to

c

�

j

= min

�

c

j

� 0 : max

t�0

�

E

j

(t)

c

j

� t

�

� d

j

�

; (1)

where d

j

is the delay requirement for connection j. For

E

j

(t) = �

j

+ �

j

t and �nite d

j

we obtain

c

�

j

= max(

�

j

d

j

; �

j

):

Since the bu�erless nodes inside the network introduce

no additional delay, tra�c from connection j that 
ows

through the network without loss has an end{to{end

delay of no more than d

j

.

3 Guaranteeing Statistical QoS in a Multihop

Network

3.1 Network Model

We consider a multihop network with N nodes; see

Figure 1. We assume that node 1 is a bu�erless multi-

plexer (see Figure 2) and nodes 2 through N are com-

posed of a demultiplexer and a bu�erless multiplexer

(see Figure 3). We assume that the demultiplexer

works instantaneously and the links connecting demul-

tiplexers and multiplexers have in�nite bandwidth. Let

I(n); n = 1; : : : ; N , denote the set of connections mul-

tiplexed onto the output link of node n. Let jI(n)j

denote the cardinality of the set I(n), that is, the num-

ber of connections multiplexed onto the output link of

node n. Let C

n

denote the capacity of the output link

of node n. Often in this paper we will focus on connec-

tion 0, which we assume traverses nodes 1 through N .

The path of connection 0 is illustrated in Figures 1,

2 and 3. We shall suppose for the study in this pa-

per that the tra�c streams multiplexed onto any of

the output links are independent. In order to ensure

the independence of the tra�c streams we assume that

E

jI(1)j�1
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0
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Figure 2: Node 1 is a bu�erless multiplexer. The indepen-

dent smoothed streams in I(1) are multiplexed

onto the output link of capacity C

1

.
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Figure 3: Nodes 2 through N consist of a demultiplexer

and a bu�erless multiplexer. A new set of inde-

pendent streams is multiplexed with connection

0 at each node.

jI(1)j independent tra�c streams are passed through

their respective smoothers and are then multiplexed

onto link C

1

(see Figure 2). Suppose that stream 0

is one of those streams, that is, 0 2 I(1). As illus-

trated in Figure 3, we assume that connection 0 is the

only connection in I(n � 1) that is multiplexed onto

link C

n

. We aasume that connection 0 is joined by

jI(n)j � 1 fresh smoothed streams. We furthermore

assume that the new streams are mutually indepen-

dent, independent of stream 0 and independent of the

streams that were multiplexed with connection 0 be-

fore. We summarize our assumptions about the traf-

�c streams in the following two statements: (i) all

streams in [

1�n�N

I(n) are mutually independent; and

(ii) I(m) \ I(n) = f0g 8m 6= n; 1 � m;n � N .

3.2 Single Node Analysis

We now extend the single node analysis of [12] to mul-

tihop networks. For this purpose we initially focus on

a particular node n; 1 � n � N . As shown in Fig-



ure 3, jI(n)j smoothed streams are multiplexed onto

the output link of capacity C

n

. Each of the connec-

tions j; j 2 I(n), has a regulator function E

j

(t) and

QoS parameters d

j

and �

j

. Now regard the arrival pro-

cess of stream j to its smoother as a stochastic process.

Let (A

j

(t); t � 0) denote the arrival process of the un-

smoothed stream j, and let (A

j

(t; !); t � 0) denote a

realization of the stochastic process. Also let A

n

(t) =

(A

j

(t); j 2 I(n)), and let (A

n

(t); t � 0) be the associ-

ated vector stochastic arrival process. We say that the

vector arrival process (A

n

(t); t � 0) is feasible if (i) the

component arrival processes (A

j

(t); t � 0); j 2 I(n),

are independent, and (ii) for each j 2 I(n), each re-

alization (A

j

(t; !); t � 0) satis�es the regulator con-

straint

A

j

(t+ �; !)�A

j

(�; !) � E

j

(t) 8 � � 0; t � 0:

Denote A

n

for the set of all feasible vector arrival pro-

cesses (A

n

(t); t � 0). For a �xed feasible vector ar-

rival process (A

n

(t); t � 0), let U

j

(t) be the rate at

which tra�c from connection j leaves the associated

smoother at time t, and let U

j

be the corresponding

steady{state random variable. Note that the streams

U

j

; j 2 I(n), may have traversed a number of bu�erless

nodes before reaching node n. The bu�erless nodes do

not delay or alter the tra�c streams (except for minis-

cule losses due to link over
ow which are negligible in

typical networking scenarios). Consider multiplexing

the streams U

j

; j 2 I(n), onto the bu�erless link of

capacity C

n

. The long{run average fraction of tra�c

lost by connection j is

P

info;n

loss

(j) =

E

�

(

P

i2I(n)

U

i

� C

n

)

+

U

j

P

i2I(n)

U

i

�

E[U

j

]

:

The de�nition of P

info;n

loss

(j) relies on the natural as-

sumption that tra�c loss at multiplexer n is split be-

tween the sources in a manner proportional to the rate

at which the sources send tra�c into the multiplexer.

Noting that the term in the expectation of the numera-

tor is non{zero only when

P

i2I(n)

U

i

> C

n

, we obtain

the following mathematically more tractable bound on

P

info;n

loss

(j):

P

info;n

loss

(j) �

E

h

(

P

i2I(n)

U

i

� C

n

)

+

U

j

i

C

n

�E[U

j

]

:= P

n

loss

(j):

The bound P

n

loss

(j) preserves the essential characteris-

tics of the performance measure P

info;n

loss

(j) and is very

tight. In the rare event when the aggregate demand

for bandwidth

P

i2I(n)

U

i

exceeds the link capacity C

n

,

P

i2I(n)

U

i

is typically very close to C

n

. We provide nu-

merical results that demonstrate the tightness of the

bound in [12]. Henceforth, we focus on the bound

P

n

loss

(j), and we refer to P

n

loss

(j) as the loss probabil-

ity for connection j at node n.

By taking the supremum over all the feasible vector

stochastic processes, we obtain the following worst{

case loss probability for connection j at node n:

�

�n

j

= sup

A

n

E

h

(

P

i2I(n)

U

i

� C

n

)

+

U

j

i

C

n

� E[U

j

]

: (2)

The loss probability of connection j at node n is guar-

anteed to be bounded by �

�n

j

for all feasible vector ar-

rival processes in A

n

, that is, for all independent arrival

processes whose sample paths satisfy the regulator con-

straints.

It has been shown in [12] that the supremum in (2) is

attained by the random variables U

�

j

with distribution

U

�

j

=

(

c

�

j

with probability

�

j

c

�

j

0 with probability 1�

�

j

c

�

j

:

The proof in [12] depends critically on the indepen-

dence of the random variables U

j

. For this reason we

restrict our attention in this paper to the networking

scenario depicted in Figure 3. The routing strategy de-

picted in Figure 3 ensures that all multiplexed streams

are independent. In [12] we also construct feasible ar-

rival processes A

j

(t) that produce the Bernoulli ran-

dom variables U

�

j

at the smoother outputs.

It has furthermore been shown in [12] that single bu�ers

serving tra�c at rates c

�

j

given by (1) are the opti-

mal smoothers. (This proof also exploits the indepen-

dence of the random variables U

j

.) The single bu�er

smoothers minimize the worst{case loss probabilities

�

�n

j

for all connections j 2 I(n) passing through node

n. More complex smoothers consisting of a cascade of

leaky buckets do not reduce the �

�n

j

's and can there-

fore not increase the connection carrying capacity of

node n. It has also been shown in [12] that in order

to maximize the admission region of node n, the tra�c

streams should be smoothed as much as possible at the

network ingresses. In other words, the smoother rates

should be chosen as small as the delay limits permit.

Exploiting the fact that the U

�

j

's are Bernoulli random

variables, we can simplify the expression for �

�n

j

:

�

�n

j

=

E

h

(

P

i2I(n)�fjg

U

�

i

+ c

�

j

� C

n

)

+

i

C

n

: (3)

These bounds can be computed by convolving the dis-

tributions of the independent random variables. An

approximate convolution algorithm is described in [7].

However, convolution often leads to numerical prob-

lems. We therefore apply the Large Deviation (LD)

approximation, which is known to be accurate and

also computationally very e�cient [13, 4, 5, 11], to the

expectation in the numerator. Towards this end, let



�

U

�

i

(s) denote the logarithm of the moment generating

of U

�

i

:

�

U

�

i

(s) := lnE[e

sU

�

i

]:

We de�ne

U

�

:=

X

i2I(n)�fjg

U

�

i

:

Note that

�

U

�

(s) =

X

i2I(n)�fjg

�

U

�

i

(s)

by the independence of the U

�

i

's. The large deviation

(LD) approximation gives the following approximation

for �

�n

j

[13]

1

C

n

s

?

2

p

2��

00

U

�

(s

?

)

e

�s

?

(C

n

�c

�

j

)+�

U

� (s

?

)

;

where s

?

is the unique solution to

�

0

U

�

(s

?

) = C

n

� c

�

j

:

This concludes our analysis of a particular node n. In

summary, (3) is a simple expression for the worst{case

loss probability of connection j at node n; this expres-

sion involves the independent Bernoulli random vari-

ables U

�

j

; j 2 I(n), whose distributions we know ex-

plicitly. The LD approximation for (3) is highly accu-

rate and is easily calculated.

3.3 Multihop Analysis

We now turn our attention to the entire multihop net-

work depicted in Figures 1, 2 and 3. Without loss of

generality we focus on connection 0 traversing nodes 1

through N . At the output of any of the nodes connec-

tion 0 has a peak rate no larger than c

�

0

and an average

rate no larger than �

0

. We can therefore use (3) to

calculate the worst{case loss probability �

�n

0

at any of

the bu�erless multiplexers n; n = 1; : : : ; N . The end{

to{end loss probability of conenction 0 is bounded by

the sum of the worst{case loss probabilities of the indi-

vidual hops along connection 0's path, that is, the loss

in the network is bounded by

P

N

n=1

�

�n

0

.

We note here that the single bu�er serving tra�c at

rate c

�

j

which was shown to minimize �

�n

j

at a sin-

gle node n also minimizes the sum of the �

�n

j

. To see

this, recall that the design of the smoother for con-

nection j depends only on the connection parameters

(the regulator function E

j

(t) and the delay limit d

j

).

Therefore, the same smoother minimizes the �

�n

j

at

every node n along connection j's path. As a conse-

quence the single bu�er smoother with rate c

�

0

mini-

mizes

P

N

n=1

�

�n

0

, the bound on the overall fraction of

over
owing connection{0 tra�c in the network.

The end{to{end QoS requirement of connection 0 is

met if

N

X

n=1

�

�n

0

� �

0

: (4)

For admission control, we must ensure that (4) holds

for all connections. Speci�cally, we must partition |

either statically or dynamically | the loss constraint �

j

among the nodes traversed by each of the connections.

This problem is of independent interest and is discussed

in Sections 5.10 and 5.11 of [14].

In summary, our scheme consists of input smoothers at

the network ingresses and bu�erless statistical multi-

plexing within the network. Increasing the number of

nodes a connection traverses increases the loss proba-

bility but not the delay. Roughly speaking, the net-

work loss probability for a conection is approximately

the loss probability of a typical node multiplied by the

number of nodes through which a connection passes.

Because the loss probability of a node is dimensioned

to be on the order of 10

�6

or less, the increased loss is

only of minor importance.

We note at this juncture that

P

N

n=1

�

�n

0

also provides

a bound on the probability that a bit of connection 0

experiences an end{to{end delay of more than d

0

in the

network. More formally, with D

0

denoting the end{

to{end delay incurred by a bit of connection 0 in the

network, we have

P (D

0

> d

0

) �

N

X

n=1

�

�n

0

: (5)

Recall from Section 2 that by design a bit of connec-

tion 0 is delayed by at most d

0

in the smoother. Bits

that do not over
ow at any of the bu�erless links in

the network incur no additional delay while bits that

do over
ow are considered to have in�nite delay. The

bound (5) follows by noting that

P

N

n=1

�

�n

0

is a bound

on the fraction of bits that do over
ow. We emphasize

that the bound on the probability that a bit violates a

given delay limit is minimized by smoothing as much

as the delay limit permits at the network ingress. We

compare the performance of our smoothing/bu�erless

multiplexing scheme with that of deterministic tra�c

management schemes in the next section. These de-

terministic schemes are lossless and guarantee that a

speci�c delay limit d

j

is never violated, that is, they

guarantee that D

j

� d

j

with probability one.

In order to facilitate the comparison of the performance

with the deterministic benchmarks we make the follow-

ing simplifying assumptions about the tra�c streams

and the network. We assume that all streams in the

network are homogeneuos, that is, all streams have the

same leaky bucket parameters and QoS requirement.



We set �

j

= �, �

j

= �, d

j

= d and �

j

= � for all

streams j in the network. This implies that all conec-

tions have the same smoother rates, that is, c

�

j

= c

�

for all streams j. Also, all of the Bernoulli random

variables U

�

j

are now identically distributed (but still

independent). When comparing the performance we

again focus on connection 0 traversing nodes 1 through

N . We assume that each of the nodes n; n = 1; : : : ; N

serves J streams, that is, jI(n)j = J 8n = 1; : : : ; N .

We also assume that all output links in the network

have the same capacity C. With these simplifying as-

sumptions the worst{case loss probability of conection

0 at a node is

�

�n

0

=

E

h

(

P

J�1

i=1

U

�

i

+ c

�

� C)

+

i

C

:= �

�

: (6)

The end{to{end loss probability of connection 0 is

given by N�

�

. Now assume that connection 0 is new

and requests a connection traversing nodes 1 through

N . The QoS requirement of the new connection 0 is

satis�ed if �

�

� �=N . Suppose that all other streams

that traverse one of the nodes n; n = 1; : : : ; N , have

allocated a loss constraint larger than �=N to that node

n. With this assumption the QoS requirements of all

other streams will continue to hold if �

�

� �=N . Hence

connection 0 can be admitted if �

�

� �=N .

We use the maximum number of connections each of

the multiplexers 1 through N can carry without vio-

lating any QoS commitment as a measure of the per-

fomance of our scheme. Let J

�

denote this maximum

number of connections. We clearly have:

J

�

= max

J2N

fJ : �

�

�

�

N

g;

where N denotes the set of natural numbers. Note that

in the described networking scenario each of the multi-

plexers 1 through N is serving connection 0 and J

�

�1

fresh connections.

4 Comparison with Deterministic Service

Disciplines

In this section we compare the performance of our

smoothing/bu�erless multiplexing scheme with that of

deterministic service disciplines. These deterministic

service disciplines provide lossless service and gurantee

a deterministic end{to{end delay bound. Of the deter-

ministic service disciplines discussed in the literature,

the Generalized Processor Sharing (GPS) [9, 10] and

Rate{Controlled Service (RCS) [6] disciplines guaran-

tee the smallest delay bounds. GPS considers the route

of a connection as a whole and is thus able to guarantee

tighter bounds than are achievable by adding worst{

case delays at each hop [2, 3]. RCS, which is at the

heart of the Guaranteed Service framework of the In-

ternet [15], relies on tra�c shaping at every hop and

can guarantee the same delay bounds as GPS. In fact

it is shown in [6] that RCS has the potential of pro-

viding tighter delay bounds than GPS. However, the

problem of how to choose the parameters of the RCS

discipline is order to achieve these tighter delay bounds

is not addressed. Instead, the authors suggest to use

the parameters induced by the GPS discipline. This en-

sures that RCS can accept as many connections as GPS

(and some more in a heterogeneous network). With

the networking scenario that we have chosen for the

performance comparison | homogeneous connections,

homogeneuos nodes, 
uid model | GPS and RCS have

exactly the same performance. We shall therefore com-

pare our scheme's performance with that of GPS. For

this purpose we modify the network depicted in Fig-

ures 1, 2 and 3. We remove the bu�ered smoothers at

the network ingresses and replace the bu�erless multi-

plexers with bu�ered GPS servers.

4.1 Review of GPS

First, we brie
y review GPS [9, 10] and adapt the no-

tation of [9, 10] to our network model. The GPS server

n serving the streams in I(n) is characterized by posi-

tive real numbers w

n

j

; j 2 I(n). These numbers govern

the allocationn of service to each of the streams. Let

S

n

j

(�; t) denote the amount of stream j tra�c served

by server n during an interval [�; t]. The GPS policy

guarantees that for any connection j 2 I(n) that is con-

tinouosly backlogged in the interval [�; t], that is, has a

positive amount of tra�c in server n's bu�er through-

out the interval [�; t],

S

n

j

(�; t)

S

n

i

(�; t)

�

w

n

j

w

n

i

; i 2 I(n):

A connection j that is backlogged is thus guaranteed a

minimum service rate called connection j backlog clear-

ing rate of

g

n

j

=

w

n

j

P

i2I(n)

w

n

i

C

n

by server n. The minimum connection{0 backlog clear-

ing rate along its route traversing nodes 1 through N

is

g

0

= min

1�n�N

g

n

0

:

Let D

0

(t) be the end{to{end delay incurred in the net-

work by a connection{0 bit that arrives at time t. Fur-

thermore, let D

�

0

denote the maximum end{to{end de-

lay of connection 0 over all time and all feasible arrival

processes of all streams sharing a server with connec-

tion 0, formally:

D

�

0

= sup

[

1�n�N

A

n

max

t�0

D

0

(t):



A key result of [10] is the following deterministic bound

on the maximum end{to{end delay for connection 0: if

g

0

� �

0

then

D

�

0

�

�

0

g

0

:

We note that this bound does not require the indepen-

dence of the served tra�c streams. The independence

of the tra�c streams, however, is a prerequisite for our

bound on the loss probability. Given a speci�c delay

bound d

j

, �nding the corresponding weights of the gen-

eral GPS policy is a very tedious procedure. This pro-

cedure is greatly simpli�ed by setting w

j

= �

j

for all

tra�c streams. GPS with this special assignment of

weights is refered to as Rate Proportional Processor

Sharing (RPPS). With RPPS the connection j backlog

clearing rate at server n is given by

g

n

j

=

�

n

j

P

i2I(n)

�

n

i

C

n

:

For ease of comparison with our smoothing/bu�erless

multiplexing scheme we make the same simplifying as-

sumptions we made at the end of Section 3. In par-

ticular, we set �

j

= �, �

j

= � and d

j

= d for all

connections. We assume that all servers 1 through N

serve J connections and have a capacity of C. With

these simpli�cations, the minimum back log clearing

rate of connection 0 along its route from node 1 to N

is g

0

= C=J . The end{to{end delay bound of connec-

tion 0 is

D

�

0

� J�=C; (7)

provided the stability condition C=J � � is satis�ed.

We are interested in the maximum number of connec-

tions each server along the route of connecion 0 can

serve without violating the delay limit of connection 0

or any other connection. Let J

�

denote this maximum

number of connections. From (7) and the the stability

condition we have:

J

�

= bminf

Cd

�

;

C

�

gc:

Note that J

�

does not depend on N , the number of

nodes connection 0 traverses. We remark that for the

example at hand, consisting of homogeneous connec-

tions with homogeneous delay bounds, J

�

is the ab-

solute maximum number of connections a determinis-

tic service discipline can support; no matter what de-

terministc service discipline (GPS, RCS, etc.) is em-

ployed.

4.2 Numerical Results

In this section we compare the performance of the

smoothing/bu�erless multiplexing scheme with that of

GPS in multihop networks numerically. We have cho-

sen the parameters � = 11; 925 Bytes, � = 150 Kbit/sec
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Figure 4: Maximum number of connections as a function

of the number of hops for smoothing/bu�erless

multiplexing and GPS.
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Figure 5: Maximum number of connections as a function

of the delay bound for smoothing/bu�erless

multiplexing and GPS. The GPS performance

is independent of the number of traversed hops.

and C = 45 Mbit/sec. For our smoothing/bu�erless

multiplexing scheme we set the loss bound to � = 10

�7

.

(These parameters are also used for some some of the

numerical examples in [5].) In Figure 4 we plot the

maximum number of connections J

�

that can be sup-

ported by the nodes 1 through N without violating any

QoS requirements as a function of the number of hops,

N . We do this for two delay bounds, d = 20 msec and

d = 0:2 seconds. The maximum number of connec-

tions that can be supported by GPS is independent of

N ; J

�

= 9 for d = 20 msec and J

�

= 94 for d = 0:2

seconds.

Figure 5 depicts J

�

as a function of the delay bound

d for N = 5 hops and N = 50 hops. Again, note that

the GPS performance is independent of the number of

hops.



Two points are especially noteworthy about the

plots. First, with our smoothing/bu�erless multi-

plexing scheme the number of allowable connections,

J

�

, drops o� only slowly as the number of tra-

versed hops, N , increases. Secondly, our smooth-

ing/bu�erless mutliplexing scheme dramatically in-

creases the connection{carrying capacity of the net-

work. We observe from Figure 4, for instance, that

for a delay bound of d = 20 msec and N = 15 hops our

scheme can support more than three times the number

of connections that GPS | or any other determinis-

tic service discipline | can support. We achieve this

remarkable performance by �rst smoothing the tra�c

at the network edges and then statistically multiplex-

ing the smoothed tra�c streams with miniscule loss

probabilities within the network. The miniscule losses

of the order of 10

�7

can be e�ectively hidden by ap-

plying error concealment techniques to the multimedia

streams [8]. The losses will therefore not be noticed by

the viewers/listeners.

Our results are particularly relevant in light of the cur-

rent debate on service disciplines for the Internet. Our

results indicate that an Internet o�ering exclusively

Guaranteed Service based on the RCS service disci-

pline will be severly underutilized. An Internet service

allowing for small losses | such as the Predictive Ser-

vice framework proposed in [1] | would be able to

make e�cient use of the Internet resources and still

provide the receivers with an enjoyable multimedia ex-

perience. Such a statistical Internet service could be

based on our smoothing/bu�erless multiplexing tra�c

management scheme.
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