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Abstract

Prerecorded Sources in Broadband Networks

Martin Reisslein

Supervisor: Prof. Keith W. Ross

We study how the emerging broadband networks can e�ciently carry tra�c from pre-

recorded multimedia sources. Toward this end we �rst develop call admission policies for

statistically multiplexing prerecorded sources over a bu�erless transmission link. We de-

velop a stochastic model which captures the random phases of the sources. We then apply

large deviation theory to our model to develop admission rules. The accuracy of the large

deviation approximation is veri�ed with simulation experiments employing importance

sampling techniques.

We next present a high{performance prefetching protocol for the delivery of prerecorded

VBR video from a server across a packet-switched network to a large number of clients.

The protocol requires (1) that each client have a small amount of memory dedicated to the

application (2) that there is one bottleneck shared link between the server and the clients.

The server chooses prefetched frames according to a join{the{shortest{queue (JSQ) policy.

We also develop a variation of the the JSQ prefetching protocol that allows for multiple

servers that are distributed deeper into the network.

We �nally study call admission control and tra�c mangement of regulated multimedia

tra�c. We develop a re�ned call admission control procedure for bu�ered multiplexers.

This procedure involves searching over the bu�ered multiplexers' bu�er{bandwidth tradeo�

curve and �nding the most adversarial tra�c pattern of the regulated sources. Importantly,

we show that on{o� is not the most adversarial tra�c pattern of leaky bucket constraint

sources. We next propose a tra�c management scheme for multimedia tra�c which consists

of smoothers at the network ingresses and bu�erless statistical multiplexing within the

network. We explicitly characterize the smoothers that maximize the connection carrying

capacity of the network. We develop call admission rules for our smoothing/bu�erless

multiplexing scheme that are based on the assumption of adversarial tra�c at the smoother
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Chapter 1

Introduction

Traditional queueing theory assumes that the tra�c is random and generated on the y.

This traditional model is appropriate for live sources such as a video conference or the

broadcast of a sporting event. Broadband networks of the near future, however, will

increasingly carry tra�c from prerecorded sources. These sources include high{�delity

audio, such as an orchestral symphony, short multimedia clips, such as information on a

speci�c consumer product, and video{on{demand (VoD), such as the transfer of a full{

length movie from a video server to a user's television. In fact, it is possible that in the

upcoming years the majority of tra�c in broadband data networks will emanate from

prerecorded sources. It is therefore crucial to manage the transmission and transport of

the tra�c from these sources so that the network and end{system resources are e�ciently

utilized and that users receive satisfactory service.

Our research applies to arbitrary prerecorded sources, but in order to �x ideas we shall

assume throughout this thesis that the prerecorded sources are video sources. Our research

explicitly assumes that the videos are VBR encoded with high peak{to{mean ratios. The

motivation for our approach is that, for the same perceived video quality, Constant Bit

Rate (CBR) encoding produces an output rate signi�cantly higher than the average rate

of the corresponding VBR encoding for action movies [9]. CBR tra�c allows for nearly

100% link utilization; the number of connections that can be carried over a link of given

capacity is roughly the link capacity divided by the CBR rate (assuming homogeneous

connections). The number of VBR connections that can be transmitted simultaneously is

1



the achievable link utilization multiplied by the link capacity divided by the average rate

of the VBR video stream. Therefore schemes for transmitting VBR encoded video that

achieve high average link utilizations while keeping losses at a negligible level, can allow

for signi�cantly more video connections than does CBR video.

The majority of the work on VBR video assumes that the tra�c is generated by a live

source, such as a video conference or a sporting event. The statistics of these live sources

are typically not known in advance. The network is therefore forced to allocate resources

in a conservative manner to live sources. This approach leads typically to low utilization

of network resources. We contend that prerecorded VBR sources have special properties

which are not shared by their live counterparts and which, when fully exploited, can lead

to more e�cient use of network resources. These properties are: (1) the tra�c in each

video frame is known before the video session begins; (2) while the video is being played,

some of the video can be prefetched into the receiver memory; (3) the users may tolerate

a small initial delay from when the video is ordered until when it appears on the screen.

Because we believe that prerecorded VBR tra�c will constitute much, if not the majority,

of tra�c in broadband networks, we feel that it is important to learn how to exploit these

three properties in order to e�ciently utilize network and end{system resources.

The traditional best{e�ort service of the Internet does not provide any Quality of

Service (QoS) assurances to connections. This best{e�ort concept works well for services

that do not rely on reliable real{time delivery such as e{mail, �le transfer via FTP or

transfer of web pages via HTTP. In order to provide more sophisticated services such as

high{quality real{time audio and video connections, however, it is imperative that the

Internet provides certain QoS guarantees such as a bound on the loss or maximum delay

in the network. An emerging concept that facilitates the provisioning of QoS guarantees

is regulated tra�c. It requires a connection requesting a speci�c QoS to advertise a set

of regulator constraints, typically a set of leaky bucket parameters, to the network. The

network bases call admission control and the provisioning of network resources, such as

bu�er and bandwidth, solely on these leaky bucket parameters and the requested QoS. In

order to be able to guarantee the requested QoS the network conservatively assumes that

the source sends the worst{case or adversarial tra�c pattern, that is, the tra�c pattern that

maximizes the loss in the network while still satisfying the advertised regulator constraints.

2



The characterization of the adversarial tra�c pattern given a set of leaky bucket parameters

is still considered an open issue in the networking community. We address this problem in

Chapter 5.

Motivated by the expected dominance of prerecorded tra�c in the Internet of the future

and the acceptance of regulated tra�c concepts in the standards bodies of the networking

community [19, 69] we work towards a tra�c management scheme that allows for the

e�cient transport of prerecorded sources within the framework of regulated tra�c. We

envision a tra�c management scheme that provides stringent QoS guarantees and is thus

able to deliver high{quality prerecorded multimedia content. At the same time we strive

to utilize the network resources e�ciently, that is, we strive to achieve high average link

utilizations, thus maximizing the connection carrying capacity of the network.

1.1 Literature Review

Work in the area of tra�c management of prerecorded video falls into two classes: tra�c

management issues in the disk subsystem of the video server (e.g., see [21] [22] [55] [73]

[76]) and tra�c management issues in the network. Although the ideas of this dissertation

may be useful for disk subsystem design, our focus is on management of prerecorded VBR

tra�c in the network. The tra�c management schemes for VBR video in the literature fall

into four main categories: deterministic; deterministic with smoothing and/or prefetching;

probabilistic; and probablistic with collaborative prefetching; see Figure 1.1. The princi-

pal performance metrics for all of these schemes are average link utilization, initial delay,

delays after interactive actions, and client bu�er size. The deterministic schemes send into

the network the original VBR tra�c, and admission control ensures that the delays never

exceed a prespeci�ed limit [75][34][40]. For highly variable VBR tra�c, these deterministic

schemes typically require large initial delays to achieve moderate link utilizations [45]. The

deterministic schemes with prefetching and smoothing do not send the original VBR tra�c

into the network, but instead send some smoothed version of it. CRTT [46] is the extreme

case of such a scheme, whereby the server transmits packets into a reserved CBR con-

nection at the average rate of the video; such CBR connections are available from ATM

and are being proposed for the Internet [68]. Although CRTT produces close to 100%
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Figure 1.1: Transmission Schemes for VBR Video on Demand.

link utilizations, it has potentially a long initial delay and potentially long delays after

temporal jumps. Several independent research teams have proposed schemes whereby the

server transmits the video at di�erent constant rates over di�erent intervals; these schemes

vary in how the rates and intervals are chosen [24] [67] [47] [15] [16]. As compared with

CRTT, these schemes trade o� link utilizations and simplicity for lower initial delay and

lower interactivity delays. None of the deterministic schemes (with or without prefetch-

ing and smoothing) allows for both high link utilizations (>90%) and consistently high

responsiveness (less than a second) to interactivity.

In Chapter 2 of this dissertation (see also [57]) we consider sending the original VBR

encoded video into an unbu�ered multiplexer. This scheme allows for responsive inter-

activity, but introduces packet loss whenever the aggregate transmission rate exceeds the

link rate. In [24] and [79] related ideas are explored whereby the original tra�c is �rst

smoothed before it is statistically multiplexed at an unbu�ered link; the statistically mul-

tiplexing of the smoothed tra�c can substantially increase link utilization at the expense

of small packet loss probabilities. In particular, in [79] the authors demonstrate that their
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prefetching scheme, Optimal Smoothing, can give moderately high link utilizations when

it is combined with statistical multiplexing.

We next introduce a probablistic transmission scheme with collaborative prefetching,

Join{the{Shortest{Queue (JSQ) prefetching in Chapter 3 (see also [58]). We show that JSQ

prefetching has substantially less packet loss than does Optimal Smoothing for the same

link utilization. JSQ prefetching achieves nearly 100% link utilization, immediate com-

mencement of playback and instantaneous response to viewer interactions. JSQ prefetch-

ing, however, can only be applied when one centralized server feeds many clients. In

Chapter 4 we introduce a decentralized and collaborative prefetching protocol that allows

the video streams to emanate from multiple distributed and decentralized servers (see also

[60]).

There exists a rich set of literature on regulated tra�c. Cruz in his seminal papers [6,

7, 8] de�nes regulated tra�c and develops a calculus for analyzing networks fed by sources

satisfying regulator constraints. He derives bounds on delay and bu�ering requirements

in packet switched networks. He assumes that a sources' tra�c stream satis�es speci�c

\burstiness constraints" that constrain the amount of tra�c entering the network over

any time interval to a value that depends on the length of the interval. His analysis

is purely deterministic and assumes worst{case or adversarial source behavior. Chang [3]

examines stability conditions for queues fed by regulated sources and compares the stability

conditions of deterministic queueing networks with those of stochastic queueing networks.

Several researchers have espoused the problem of �nding the worst{case source behavior

of leaky bucket constraint sources. It is a common belief that on{o� is the worst{case

tra�c patterns, that is, it is believed that on{o� pattern maximize the loss at a bu�ered

multiplexer. Proofs in support of this belief are attempted by Mitra and Morrison [48] and

Worster [74]. Recent results by Doshi [12] and Oechslin [50], however, indicate that tristate

patterns cause more loss than on{o� patterns. We address this problem in Chapter 5 (see

also [54]) and �nd that on{o� is not the most adversarial source behavior.

Elwalid et al. [14] and LoPresti et al. [42] develop call admission procedures for bu�ered

multiplexers fed by regulated sources. Elwalid et al. [14] in their seminal paper transform

the bu�ered multiplexer into an unbu�ered multiplexer and then estimate the loss prob-

ability using Large Deviation techniques. LoPresti et al. [42] consider two resources |
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bu�er and bandwidth | and develop a re�ned call admission rule. We extend and re�ne

the rule of LoPresti et al. in Chapter 5 (see also [54]).

Georgiadis et al. [23], Peris [52], Zhang [77] and Zhang and Ferrari [78] study rate{

controlled service disciplines that a�ord a connection deterministic end{to{end delay guar-

antees in high speed networks These disciplines assume that a connections' tra�c entering

the network satis�es speci�c regulator constraints. Each connections' tra�c is reshaped by

a tra�c regulator (also called tra�c shaper) at every hop. The tra�c shapers smooth out

the bursts that have been introduced by the bu�ered multiplexer at the upstream node.

Knightly et al. [31, 34, 35, 75] characterize prerecorded video sources by cascaded

leaky bucket regulators and develop deterministic call admission rules. They investigate

the fundamental limits in providing deterministic QoS to video characterized by regula-

tor functions. Their deterministic schemes while ensuring lossless transmission and thus

excellent video quality allow only for modest network utilizations. We develop a tra�c

management scheme in Chapter 6 that like the schemes of Knightly et al. bases its call

admission decision on cascaded leaky bucket characterizations of the prerecorded videos.

Unlike the schemes of Knightly et al., however, our scheme exploits the independence of

the ongoing video streams. The video streams are �rst smoothed at the network ingress

and then statistically multiplexed with minute loss probabilities within the network. We

demonstrate that our scheme can carry many more video connections than the determin-

istic schemes of Knightly et al.

1.2 Organization of the Dissertation

We study how the emerging broadband networks can e�ciently carry tra�c from prere-

corded sources. Toward this end we develop call admission policies for statistically multi-

plexing prerecorded sources over a bu�erless transmission link in Chapter 2. Our model

is appropriate for video on demand as well as other on{demand multimedia applications.

In particular we allow users to specify when the sources begin transmission; we also allow

the user to invoke VCR actions such as pause and temporal jumps. We suppose that

the Quality of Service (QoS) requirement allows for a small amount of packet loss. We

develop a stochastic model which captures the random phases of the sources. We then

6



apply large deviation theory to our model to develop global admission rules. The accuracy

of the large deviation approximation is veri�ed with simulation experiments employing

importance sampling techniques. Numerical results are presented for the Star Wars trace.

Finally, we develop e�cient schemes for the real{time implementation of our global test.

In particular, we demonstrate that the Taylor series expansion of the logarithmic moment

generating function of the frame size distribution allows for fast and accurate admission

decisions.

In Chapter 3 we present a high{performance prefetching protocol for the delivery of

prerecorded VBR video from a server across a packet{switched network to a large number of

clients. Not only does the protocol give constant perceptual quality and almost 100 % link

utilization, but it also allows for immediate commencement of the video upon user request

and near instantaneous response to pause/resume and temporal jumps. The protocol

requires (1) that each client have a small amount of memory dedicated to the application

(2) that there is one bottleneck shared link between the server and the clients. The protocol

is based on the observation that there are frequent periods of time during which the shared

link's bandwidth is under utilized. During these periods the server can prefetch frames

from any of the ongoing videos and send the frames to the bu�ers in the appropriate clients.

The server chooses prefetched frames according to a join{the{shortest{queue (JSQ) policy.

We present simulation results of our prefetch policy that are based on MPEG encoded

videos. Our simulations show that JSQ prefetching performs favorably as compared with

the smoothing{based protocols in the existing literature.

In Chapter 4 we present a variation of the the JSQ prefetching protocol that allows for

multiple servers that are distributed deeper into the network, the decentralized prefetching

protocol. The protocol requires that (1) the client has a moderate amount of memory

dedicated to the VoD application (2) the client sends a positive acknowledgment back to

the server for each received video frame. Our decentralized prefetching protocol employs

window ow control. A send window limits the number of frames a server is allowed to

send in a frame period. The send window grows larger than one when the network is

underutilized, allowing the server to prefetch future frames into the client memory. When

the network becomes congested the send window is reduced and the server is throttled.

Simulation results based on MPEG encoded videos show that our decentralized prefetching
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protocols compare favorably with other prefetching protocols in the existing literature.

In Chapter 5 we consider a �nite{bu�er multiplexer to which tra�c arrives from several

independent regulated sources. As in Chapter 2 we develop call admission rules for the

multiplexer. The work in this chapter, however, di�ers from Chapter 2 in two respects.

First, the multiplexer in Chapter 2 is unbu�ered while the multiplexer studied in this

chapter has a �nite bu�er. This bu�ering capability complicates the analysis tremendously.

Secondly, we assume that the moment generating function of the amount of tra�c arriving

to the multiplexer is known in Chapter 2. In this Chapter we assume that we have only

a sources' cascaded leaky bucket characterization. We compare our call admission control

rule for the bu�ered multiplexer with the call admission control rules in the literature.

In Chapter 6 we develop tra�c management schemes for regulated multimedia tra�c

in networks. We propose a pragmatic scheme for multimedia tra�c which consists of (i)

cascaded leaky{buckets for tra�c regulation, (ii) smoothers at the network edges, and

(iii) bu�erless statistical multiplexers within the network. For this scheme we show that

loss probabilities are minimized with simple one{bu�er smoothers which operate at speci�c

minimum rates. We also show that the worst{case input tra�c is extremal on{o� tra�c for

all connections. These two results lead to a straightforward scheme for guaranteeing QoS

to regulated tra�c. Our scheme guarantees that the fraction of a connections' tra�c that

is delayed by more than a connection{speci�c limit is less than some minute number. We

base admission control on a connections' leaky bucket parameters. We also develop and

evaluate a heuristic for �nding the optimal leaky bucket characterization of a prerecorded

source. By employing smoothers at the network ingress and statistical multiplexing within

the network we can carry many more connections than the deterministic schemes in the

literature. Using MPEG video traces, we present numerical results which demonstrate the

methodology.
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Chapter 2

Call Admission for Prerecorded

Sources

2.1 Overview

In recent years there has been an explosion of research in packetized VBR video, with the

great majority of the work addressing live video such as video conference and the broadcast

of a sporting event. While this research on live video certainly merits the attention it has

received, much (if not the majority) of the video carried on high{speed packet{switched

networks will emanate from prerecorded sources. These sources include full{length movies,

music video clips, and educational material. From the perspective of the transport network,

prerecorded VBR video sources are fundamentally di�erent from live video sources: for live

video, the exact dynamics of the VBR tra�c are unknown; for prerecorded sources, the

amount of tra�c in each frame is known before the frames are transmitted into the network.

In this chapter we develop call{admission policies for statistically multiplexing pre-

recorded sources over a single transmission link. Our model is appropriate for video on

demand (VoD) as well as other multimedia and on demand applications. However to �x

ideas we will assume that all sources are video sources. We suppose that the transmission

link is bu�erless, so that packet loss occurs whenever the sum of the tra�c rates, over the

videos in progress, is greater than the link rate. We permit the users to begin the videos

at random independent times; we also permit the users to pause and force temporal jumps
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(rewind and fast{forward). We refer to pause and temporal jumps as VCR features.

We shall consider two QoS requirements. To de�ne these QoS requirements, let � be

a �xed positive number, where a typical value of � is 10

�6

. The �rst QoS requirement is

that the expected fraction of time during which cell loss occurs must be less than �. The

second QoS requirement is the expected fraction of bits lost must be less than �.

An ideal admission policy will accept a new video connection if and only if the QoS

requirement will continue to hold with the additional connection. For live video, one is typi-

cally forced to employ a conservative admission policy since one never knows with certainty

the type of tra�c the live videos will generate. In this chapter we show how to construct

an ideal admission policy for prerecorded video which can be e�ciently implemented in

real time.

Recently several research groups have proposed schemes for the losslessmultiplexing of

prerecorded tra�c. McManus and Ross [46] [47] [45], Kesidis and Hung [28], and Salehi et

al. [67] have proposed schemes which use receiver memory and preplay delay. The principal

feature of these schemes is that they produce high link utilizations, thereby reducing the

network transport cost. But these schemes also require a more expensive receiver (due to

the additional receiver memory) and are not easily amenable to temporal jumps. Knightly

et al. [75], Knightly and Zhang [33, 34], and Liebeherr [41][40] also propose schemes for

lossless multiplexing for prerecorded sources; their approach is to place a bu�er before

the transmission link and admit new connections as long as the bu�er is guaranteed to

never overow. It is shown in McManus and Ross [45] that unless the link bu�er is large

(implying a large playback delay), this last set of schemes give low link utilizations when

the tra�c is highly variable (such as in action movies).

Elwalid et al. [14] study admission control policies for statistically multiplexing VBR

sources over a single bu�ered link; they assume the tra�c is leaky{bucket controlled and

organized in classes. The class structure is not appropriate for VoD systems supporting

a large number of videos; moreover, leaky buckets provide a loose bound on video tra�c

and result in pessimistic admission decisions.

When a video experiences a VCR action, its phase alignment changes with respect

to the other videos being transmitted over the link. In Section 2.2 we develop a novel

stochastic model for prerecorded tra�c with random phases, a model which captures the
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random occurrences of VCR actions in the videos. In Section 2.3 we apply the central

limit theorem and large deviation theory to our stochastic model to develop connection

admission rules. These rules admit new connections only if it is highly likely that the QoS

requirements will be satis�ed for the duration of the video, even if the videos experience

VCR actions. We refer to these admission rules as global rules since they account for

the long{term expected behavior of the video tra�c. In Section 2.4 we present the result

of our numerical experiments with an MPEG encoding of Star Wars. We �rst develop

an importance sampling heuristic for estimating cell loss with Monte Carlo simulation.

We then show that one of our approximations is extremely accurate and therefore leads

to an ideal admission policy. We also �nd the statistical multiplexing gain to be high,

especially when each video is smoothed over each of its Group of Pictures (GOPs). A brute

force implementation of our ideal admission policy can be computationally prohibitive. In

Section 2.5 we describe two modi�cations which signi�cantly reduce the amount of on{line

computation that is needed for admission control. In Section 2.6 we introduce a re�nement

of our admission control procedure which takes both a global and myopic view of the tra�c

o�ered to the link. This policy admits a new connection only if (1) there will be negligible

cell loss in (say) the minute following call admission, assuming that no VCR actions occur;

and (2) the QoS requirements are likely to be met over a long period of time (say, an hour).

We �nd that an additional myopic test does not signi�cantly reduce link utilization. We

summarize our �ndings in Section 2.7.

2.2 Modeling Prerecorded Tra�c with RandomPhase Shifts

As mentioned in the Overview of this chapter, we assume that each video can experi-

ence VCR actions. We model these interactive features by associating with each video in

progress an independent and random phase shift. We begin with some notation.

Consider J video streams multiplexed over a bu�erless link with transmission rate C

bps; see Figure 2.1. For simplicity assume that each video has N frames and has a frame

rate of F frames per second. Let x

n

(j) be the number of bits in the nth encoded frame

(1 � n � N) of the jth video. Because we suppose that all videos are prerecorded, the
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Figure 2.1: Prerecorded videos multiplexed over a link of capacity C bps. Throughout we

assume that the switch and the connections to the receivers introduce no delay.

sequence fx

n

(j); 1 � n � Ng for the jth video is a known sequence of integers. We shall

�nd it convenient to extend the de�nition of this sequence for n ranging from �1 to +1

as follows:

(: : : ; x

�2

(j); x

�1

(j); x

0

(j); x

1

(j); x

2

(j); : : :);

where

x

n+N

(j) = x

n

(j) for n = : : : ;�2;�1; 0; 1; 2; : : :

Thus the in�nite sequence is created by repeating the video trace over and over again.

To model the random start times and the VCR actions, we assign to the jth video, j =

1; : : : ; J , the random phase �

j

. We suppose that the �

j

's, j = 1; : : : ; J , are independent and

that each �

j

is uniformly distributed over f0; : : : ; N�1g. (We choose a uniform distribution

to �x ideas; however, the theory can be developed with an arbitrary distribution.) Our

model supposes that the amount of tra�c generated by the jth video at frame time n is

X

n

(j; �

j

) := x

n+�

j

(j):

Therefore, for a given phase pro�le � = (�

1

; : : : ; �

J

), the total amount of tra�c generated

by the J videos at frame time n is

X

n

(�) =

J

X

j=1

X

n

(j; �

j

) =

J

X

j=1

x

n+�

j

(j):
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This completes our formal de�nition of the tra�c model. Henceforth we write X

n

(j) and

X

n

for X

n

(j; �

j

) and X

n

(�), respectively.

Having de�ned the tra�c model, we now highlight some of its implications. First note

that for each �xed n; X

n

(1); : : : ; X

n

(J) are independent random variables. Second note

that the probability mass function for X

n

(j) can be calculated directly from the known

trace fx

1

(j); x

2

(j); : : : ; x

N

(j)g as follows:

P (X

n

(j) = l) = �

j

(l); (2.1)

where we de�ne

�

j

(l) :=

1

N

N

X

n=1

1(x

n

(j) = l):

Observe, in particular, that the distribution of X

n

(j) does not depend on n. We tacitly

assume here that VCR actions don't change the frame size distribution, that is, we assume

that viewers don't invoke VCR actions to see more high action scenes.

2.2.1 Quality of Service Measures

Over the period of time during which a video is in progress, the video will see a variety of

di�erent phase pro�les � = (�

1

; : : : ; �

J

) with respect to the other videos in progress. For

each phase pro�le, there will be a fraction of frame periods during which the tra�c rate

exceeds the link rate and cell loss occurs. By taking the expectation over all possible phase

pro�les, we obtain the expected fraction of frame periods during which cell loss occurs.

We are therefore motivated to de�ne P

time

loss

by

P

time

loss

:= E[ lim

M!1

1

M

M

X

m=1

1(X

m

>

C

F

)]:

Note that for all M � 1,

P

time

loss

= E[

1

M

M

X

m=1

1(X

m

>

C

F

)]

and that for all n

P

time

loss

= P (X

n

>

C

F

): (2.2)
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In the subsequent sections we will �nd it convenient to work with the expression (2.2) for

P

time

loss

.

Because X

n

is the sum of J independent random variables, the probability in (2.2) can

be calculated by convolution. However, convolution often leads to numerical problems,

and its computational complexity may not be suitable for real{time admission control.

For these reasons we shall explore approximations and bounds for P (X

n

>

C

F

) in the next

section.

We shall also study the QoS measure P

info

loss

, where

P

info

loss

:=

E[(X �

C

F

)

+

]

E[X ]

: (2.3)

From the fact

N

X

n=1

X

n

=

N

X

n=1

J

X

j=1

x

n

(j)

it follows that

P

info

loss

= E

"

P

N

n=1

(X

n

�

C

F

)

+

P

N

n=1

X

n

#

= E

"

lim

M!1

P

M

m=1

(X

m

�

C

F

)

+

P

M

m=1

X

m

#

:

These two last expressions evoke an average | over all possible phase pro�les | of the

fraction of information (bits) lost.

To simplify notation, we henceforth write X for X

n

and write X(j) for X

n

(j). Also let

a := C=F .

2.3 Bounding and Approximating QoS measures

In this section we develop central{limit and large{deviation approximation for P

time

loss

=

P (X > a) and P

info

loss

= E[(X � a)

+

]=E[X ].

2.3.1 Central Limit Approximation

For the jth video, the average number of bits in a frame is

m(j) =

1

N

N

X

n=1

x

n

(j)
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and the sample variance is

�

2

(j) =

1

N � 1

N

X

n=1

[x

n

(j)�m(j)]

2

:

By the central limit theorem [1, p. 310], X is approximately a normal random variable

with mean and variance

m =

J

X

j=1

m(j) �

2

=

J

X

j=1

�

2

(j):

Throughout the remainder of this subsection we assume that the approximation is exact,

that is, we assume that

X

d

= N(m; �

2

):

With the established tra�c model, the expected fraction of time there is cell loss

P

time

loss

= P (X > a) may now be easily computed from the tail of the normal distribution.

Given a speci�c quality of service (QoS) requirement P

time

loss

� �, where � is a small number

such as 10

�7

, the QoS requirement P

time

loss

� � is met if and only if

1

2

erfc(

a�m

p

2�

2

) � � (2.4)

where erfc(�) denotes the well{known complementary error function de�ned as

erfc(a) =

2

p

�

Z

1

a

e

�t

2

dt:

Using this admission rule (2.4), whenever a new video J + 1 requests establishment, we

update m m +m(J + 1) and �

2

 �

2

+ �

2

(J + 1). (It is natural to assume that m(j)

and �

2

(j) have been calculated o� line.) We then admit the new video if and only if (2.4)

is met.

Now suppose that the QoS requirement P

info

loss

� � is imposed. Given the normal dis-

tribution of the amount of tra�c that arrives during a speci�c frame period, P

info

loss

=

E[(X � a)

+

]=E[X ] can be calculated by noting that

E[(X � a)

+

] =

Z

1

a

(x� a)f

X

(x)dx;

where

f

X

(x) =

1

p

2��

2

e

�

(x�m)

2

2�

2

;
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and furthermore E[X ] = m. Some straightforward calculus shows, that the QoS require-

ment P

info

loss

� � is met if and only if

1

2

(1�

a

m

)erfc(

a�m

p

2�

2

) +

1

p

2�

�

m

exp[

�(a�m)

2

2�

2

] � �:

2.3.2 Large Deviation Bound and Approximation

For small tail probabilities, the central limit approximation can under estimate the loss

probability (see numerical results in Section 2.4). In this subsection we provide a upper

bound for P

time

loss

and large deviation approximations for P

time

loss

and P

info

loss

. To this end for

any random variable Y let

�

Y

(s) := lnE[e

sY

]:

Note that �

Y

(s) is the logarithm of the moment generating function for Y .

For any random variable Y and constant c, the Cherno� bound gives an upper bound

for P (Y > c) (see Hui [27, 26], Kelly [30], Mitra et al. [14] , Roberts [62]). Applying the

Cherno� bound to P (X > a) we obtain

P

time

loss

� e

�s

?

a+�

X

(s

?

)

(2.5)

where s

?

is the unique solution to

�

0

X

(s

?

) = a: (2.6)

Note that

�

X

(s) =

J

X

j=1

�

X(j)

(s):

Given a speci�c QoS requirement P

time

loss

� �, the Cherno� bound gives the admission control

condition

e

�s

?

a+�

X

(s

?

)

� �: (2.7)

Using (2.7), the admission control mechanism operates as follows. The logarithmic gener-

ating functions �

X(j)

(s) are �rst calculated o� line for all videos. Now suppose a new video

J + 1 requests establishment. We update �

X

(s) �

X

(s) + �

X(J+1)

(s) and then �nd the
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s

?

that satis�es (2.6). Finally, we admit the video if and only if (2.7) is satis�ed. We re-

mark that Grossglauser et al. [24] have recently proposed a large-deviation approximation

for P

time

loss

. In their scheme, the prerecorded tra�c is �rst smoothed into piecewise con-

stant rates. For each change in the constant rate, they propose a renegotiation of network

bandwidth. Their \probability of renegotiation failure" is similar to P

time

loss

.

The bound given by (2.5) can be converted to an accurate approximation by apply-

ing the theory of large deviations (see Hui [27, p. 202], Hsu and Walrand [25], Roberts

Roberts96):

P

time

loss

= P (X � a) �

1

s

?

q

2��

00

X

(s

?

)

e

�s

?

a+�

X

(s

?

)

:

The large deviation (LD) approximation gives the following admission control condition:

1

s

?

q

2��

00

X

(s

?

)

e

�s

?

a+�

X

(s

?

)

� �: (2.8)

There is also a large deviation approximation for P

info

loss

(see Roberts [62]):

P

info

loss

=

E[(X � a)

+

]

E[X ]

�

1

ms

?

2

q

2��

00

X

(s

?

)

e

�s

?

a+�

X

(s

?

)

:

Thus the large deviation approximation gives the following admission control criterion:

1

ms

?

2

q

2��

00

X

(s

?

)

e

�s

?

a+�

X

(s

?

)

� �: (2.9)

2.4 Numerical Results for the \Star Wars" Trace

In order to evaluate the admission control conditions introduced in the previous section,

we conducted some numerical experiments with the MPEG{I Star Wars bandwidth trace,

available via anonymous FTP from Bellcore [20]. The trace gives the number of bits in

each video frame. In our experiments, all of the J videos use the Star Wars trace, but each

video has its own random phase. The movie was compressed with the Group of Pictures

(GOP) pattern IBBPBBPBBPBB (12 frames) at a frame rate F = 24 frames/second.

The trace has a total number of N = 174,136 frames which corresponds to a run time of

approximately 2 hours. Some salient statistical properties of the Star Wars trace are given

in Table 2.1. We consider a single bu�erless ATM node with transmission rate C = 155
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Frames GOPs Bitrate

Mean St. Dev. Peak/ Mean St. Dev. Peak/ Mean Peak

bits bits Mean bits bits Mean Mbps Mbps

15,598 18,165 11.9 187,178 72,869 5.05 0.37 4.45

Table 2.1: Statistics of Star Wars trace.

Mbps. (At the end of this section we also consider C = 45 Mbps.) We furthermore assume

that all 48 bytes of the ATM cell payload are used to transport the video frames.

In order to validate the approximation described in Section 2.3, we ran simulation ex-

periments using the Star Wars trace. In the simulation algorithms described below we

focus on the P

time

loss

criterion; the algorithms for P

info

loss

are similar. Based on our assump-

tion of uniformly distributed phases (see Section 2.2) there are two di�erent simulation

approaches possible.

One approach works as follows: For a �xed number of connections, J , draw the phases

�

j

; j = 1; : : : ; J , from a discrete uniform distribution over [0; N�1] (denote this distribution

by DU[0,N�1]) and check whether loss occurs for this phase pro�le, that is, check whether

P

J

j=1

x

�

j

(j) > a. Repeat this procedure many times in order to obtain an estimate for the

fraction of phase pro�les that have loss, that is, for P

time

loss

.

An alternative approach proceeds as follows: Draw the start phases �

j

� DU[0; N �

1]; j = 1; : : : ; J , and then simulate the transmission of the entire Star Wars trace and

count the number of frames with loss (see Figure 2.2 for the details of this algorithm). In

this algorithm we wrap the trace around when the index extends beyond the end of the

trace, that is, for n+ �

j

> N we replace n + �

j

by n+ �

j

�N .

We used the second approach in our simulation experiments since it gives tighter con-

�dence intervals than the �rst approach for the same amount of CPU time. The �rst ap-

proach is computationally more expensive because it requires a new set of random phases

for each simulated frame time, while the second approach allows us to use the same set

of random phases for N frame times. Note that there is a statistical di�erence between

the two approaches: In the �rst approach every simulated frame period constitutes an

independent trial; in the second approach, on the other hand, the simulated transmission

of the entire trace is an independent trial since the frame sizes are correlated within the
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1. Fix J ;

2. o = 0; p = 0;

3. For l = 1 to L do

4. Draw �

j

� DU[0; N � 1]; j = 1; : : : ; J ;

5. q = 0;

6. For n = 1 to N do

7. X

n

=

P

J

j=1

x

n+�

j

(j);

8 q = q + 1(X

n

> C=F );

9. o = o+ q;

10. p = p+ q

2

;

11.

^

P

time

loss

=

o

NL

; (sample mean)

12.

^

S

2

=

1

N

2

(L�1)

(p� o

2

=L); (sample variance)

Figure 2.2: Simulation Algorithm for P

time

loss

.

no IS IS

J

^

P

time

loss

90% CI

^

P

time

loss

90% CI

268 4.59 10

�8

[0, 4.54 10

�7

] 1.80 10

�7

[1.37 10

�7

, 2.23 10

�7

]

276 8.43 10

�7

[0, 4.61 10

�6

] 1.35 10

�6

[9.83 10

�7

, 1.72 10

�6

]

284 8.50 10

�6

[0, 5.12 10

�5

] 5.88 10

�6

[3.76 10

�6

, 7.99 10

�6

]

292 8.28 10

�5

[0, 4.46 10

�4

] 7.27 10

�5

[1.40 10

�5

, 1.31 10

�4

]

Table 2.2: Simulation Results for J unsmoothed Star Wars connections without and with

Importance Sampling.

video trace. This fact has to be accounted for when computing the sample variance (see

Figure 2.2, line 12).

In Table 2.2 (column no IS) we give the sample mean and 90% con�dence intervals for

P

time

loss

for the unsmoothed Star Wars trace. In this experiment we ran L = 500 replications

for a total of 500� 174; 136 � 87 � 10

6

simulated frame periods. We note that the half

lengths of the con�dence intervals are larger than the sample means; this implies that the

lower end of the con�dence interval for P

time

loss

is zero, as subtracting the half length from

the sample mean would result in negative probabilities. This phenomenon is a consequence

of the simulation of rare loss events; tightening the con�dence intervals further without

employing variance reduction techniques, such as importance sampling (discussed below),

would require immense computational resources. Each of the 4 simulation results in the
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no IS IS

J

^

P

time

loss

90% CI

^

P

time

loss

90% CI

338 1.10 10

�6

[3.90 10

�7

, 1.82 10

�6

] 5.37 10

�7

[4.89 10

�7

, 5.86 10

�7

]

342 7.17 10

�6

[5.29 10

�6

, 9.05 10

�6

] 6.37 10

�6

[5.54 10

�6

, 7.19 10

�6

]

346 6.15 10

�5

[5.77 10

�5

, 6.52 10

�5

] 5.04 10

�6

[4.27 10

�5

, 5.81 10

�5

]

Table 2.3: Simulation Results for J GOP{smoothed Star Wars connections without and

with Importance Sampling.

no IS column in Table 2.2 took about 2 days on a SPARCstation 2.

Table 2.3 shows the results obtained after smoothing the Star Wars trace over each

Group of Pictures (GOPs). In this experiment we ran L = 2; 000 replications for a total

of 2; 000� 14; 511� 29� 10

6

simulated GOPs. We observe that the simulation of 29� 10

6

GOPs gives con�dence intervals that are signi�cantly tighter than those obtained for the

unsmoothed trace, even though the simulation for the unsmoothed trace required three

times the computational e�ort. This seems to indicate that the GOP smoothed trace is

more amenable to simulation experiments.

Importance Sampling

In order to obtain better estimates for P

time

loss

, particularly for the unsmoothed trace, and

reduce the simulation time, we apply Importance Sampling (IS) techniques to our problem.

The basic idea of IS is to draw the random phases �

j

; j = 1; : : : ; J , from a distribution

g

j

(m

j

) = P (�

j

= m

j

) that leads to more frequent losses than the discrete unform distri-

bution used in the experiments described above. Let f

j

(m

j

) = 1=N denote this discrete

uniform distribution. Since we use the Star Wars trace for all J video streams, we use

the same distribution for all videos and write henceforth g(m

j

) and f(m

j

) for g

j

(m

j

) and

f

j

(m

j

). The fraction of frame periods for which there is cell loss is given by

P (X > a) = E[1(X > a)]

=

N

X

m

1

=1

� � �

N

X

m

J

=1

h(m

1

; : : : ; m

J

)

J

Y

j=1

g(m

j

)

where

h(m

1

; : : : ; m

J

) = 1(x

m

1

+ � � �+ x

m

J

> a)(

J

Y

j=1

f(m

j

)

g(m

j

)

):
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The Monte Carlo estimate for P

time

loss

is given by

^

P

time

loss

=

1

L

L

X

l=1

h(m

(l)

1

; : : : ; m

(l)

J

);

where the samples m

(l)

j

; j = 1; : : : ; J , are all drawn from g(�) for l = 1; : : : ; L. With IS for

each l we use a new set of random phases (the �

j

's). Recall that without IS we use the

same set of phases for any entire simulated trace.

The challenge of the IS approach lies in �nding the distribution g(�) that gives small

variances for P

time

loss

. For the GOP smoothed trace we obtained the IS results in Table 2.3

for L = 100,000 with

g(m) =

y

m

P

N

n=1

x

n

:

Here y

m

is the size of the mth GOP, that is y

m

=

P

mG

n=(m�1)G+1

x

n

and G denotes the

number of frames per GOP. Each simulation result took about one hour, roughly twenty

times faster than the corresponding simulation without IS. Note this choice of g(�) favors

larger frames (as compared with f(�)). This will cause h(m

1

; : : : ; m

J

) to be strictly positive

more frequently; but when h(m

1

; : : : ; m

J

) is strictly positive, it will not be excessively large

since its denominator is likely large. Thus the sampling function g(�) causes the output

stream of h(�) to be less variable, thereby giving a tighter con�dence interval.

We found that the discrete empirical distribution

g(m) =

p

x

m

P

N

n=1

p

x

n

works well for the unsmoothed Star Wars trace. The square root in g(�) dampens the

tendency to draw only large frames. Given the large ratio of peak{to{mean frame size

(see Figure 2.1) the distribution g(m) = x

m

=

P

N

n=1

x

n

would misrepresent the trace. A

small number of excessively large frames would dominate the simulation while the large

number of small frames would be ignored. The chosen distribution however still encourages

large values for the x

n

's and leads to more frequent losses; the g(�) in the denominator of

the expression for h(�) compensates for this e�ect. The IS results displayed in Table 2.2

were obtained for L = 2 � 10

6

; note that IS has signi�cantly reduced the width of the

con�dence intervals. Each of the four simulation results took approximately 2 hours on a

SPARCstation 2.
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Figure 2.3: A comparison of approximations and simulation (unsmoothed, P

time

loss

criterion).

Approximations and Bounds

In Figure 2.3 we compare the results from IS, the normal approximation, the LD approx-

imation and the Cherno� bound. The �gure shows the number of Star Wars connections

allowed for by the condition P

time

loss

� � as the QoS parameter � varies. The calculations

are based on the unsmoothed Star Wars trace, that is, each frame is transmitted in its

assigned interval of length 1=F . The diamonds represent the sample mean,

^

P

time

loss

, result-

ing from IS. We ran L = 2 � 10

6

replications for each J = 252; 260; : : : ; 292. For a �xed

number of connections, J , the crosses and boxes indicate the lower and upper ends of the

90% con�dence interval for P

time

loss

. The curve labeled \normal approximation" is calculated

using the admission control condition (2.4). Given that the simulation represents the ac-

tual loss probabilities, the normal approximation is an optimistic admission policy. The

curves labeled \Cherno� bound" and \LD approximation" are computed using conditions

(2.7) and (2.8), respectively. The Cherno� bound appears to be a conservative admission

control policy as it lies about 10 connections below the boxes representing the upper end
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Figure 2.4: The e�ect of GOP smoothing on the number of admissible connections as a

function of P

time

loss

.

of the 90% con�dence interval for P

time

loss

. The LD approximation appears to be the appro-

priate tool for admission control for prerecorded VBR video as it almost coincides with the

sample means from the simulation. We will henceforth focus on the LD approximation in

our analysis.

In Figure 2.4 we investigate the e�ect of smoothing the trace over a GOP. The curves

were obtained by using the P

time

loss

criterion (2.8). The \unsmoothed curves" already ap-

peared in Figure 2.3 and are replicated here for comparison purposes. The GOP curves

were calculated by �rst smoothing the Star Wars trace over each GOP (12 frames). The

�gure reveals that smoothing over the GOP increases the admission region substantially,

resulting in higher network utilization for a given QoS requirement. For a QoS parame-

ter � = 10

�6

, for example, smoothing over the GOP increases the number of admissible

connections by approximately 24%. This corresponds to an increase in the average link
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Figure 2.5: Comparison of P

time

loss

and P
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criteria.

utilization (de�ned as the number of admissible connections �m=a) from 73% for the un-

smoothed trace to 90% for the GOP smoothed trace. We also observe from Figure 2.4 that

the number of allowed connections is nearly constant with respect to the QoS requirement

for GOP smoothing. Peak rate admission allows for 31 unsmoothed Star Wars connec-

tions, giving an average link utilization of 8.3%. After smoothing the Star Wars trace

over the GOP, a peak rate admission policy would allow for 74 connections, which results

in an average link utilization of 20%. Average{rate admission permits 374 connections

(= C=Fm).

In Figure 2.5 we compare the criteria P

time

loss

and P

info

loss

. We notice that the P

info

loss

criterion

allows for slightly more connections. For � = 10

�7

, for example, the number of admissible

unsmoothed Star Wars connections is increased by approximately 6% while the number of

GOP smoothed connections is 2.4% higher. This observation can be intuitively explained

by noting that only the fraction (X�a)=a of cells is lost during periods of overload. While

the criterion P

time

loss

is based on the long run fraction of time there is cell loss, the criterion
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P

info

loss

accounts for the fact that not all cells are lost during overload.

2.4.1 Numerical Experiments for 45 Mbps Link

In order to investigate the e�ect of network bandwidth on our results, in particular on

the accuracy of the LD approximation, we chose to replicate the experiments described in

the previous section for an ATM link with bandwidth C = 45 Mbps. As in the previous

experiments, we use the MPEG 1 encoded Star Wars trace and assume that all 48 bytes

of the ATM cell payload are used to transport the frames.

In Figure 2.6 we depict the results from IS simulation, normal approximation, Cherno�

bound and LD approximation for the unsmoothed Star Wars trace for C = 45 Mbps. As

in the experiment for C = 155 Mbps (see Figure 2.3) we set the parameter L of the IS

simulation to 2� 10

6

. Notice that the IS heuristic introduced in the previous section gives

even tight con�dence intervals for C = 45 Mbps. The simulation also veri�es that the LD
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Figure 2.7: The e�ect of smoothing over one GOP or three GOPs on the number of

admissible connections as a function of P
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.

approximation remains accurate when fewer connections are multiplexed.

Figure 2.7 shows the e�ect of smoothing the trace over each GOP. We also plot the

number of admissible connections when the Star Wars trace is smoothed over three GOPs.

Note that the additional smoothing hardly increases the admission region. We also see,

as in the case of C = 155 Mbps (see Figure 2.4), that smoothing over one GOP increases

the number of admissible connections substantially. For the QoS parameter � = 10

�6

, for

instance, the number of admissible connections is increased by about 54 %.

Note that the link utilizations are not as high as for the 155 Mbps link. The QoS

requirement P

time

loss

� 10

�6

permits 57 unsmoothed Star Wars connections which corre-

sponds to a link utilization of approximately 53 % (we had 73 % for C = 155 Mbps). For

the same QoS requirement 88 GOP smoothed connections are allowed, resulting in a link

utilization of about 81 % ( 90 % for C = 155 Mbps). As in the case of C = 155 Mbps we

see that the number of admissible GOP smoothed connections is almost insensitive to the
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QoS parameter.

2.5 E�cient Calculation of Admission Control Decisions

In this section we address the real time implementation of the proposed admission control

tests. The criterion derived for the normal approximation (2.4) can be readily tested in

real time (assuming that m(j)'s and �(j)'s have been calculated o�{line for all videos).

The conditions resulting from Cherno� bound and LD approximation, however, require

more computational e�ort. Recall from Section 2.3.2 that these conditions are based on

�

X

(s), the logarithmic generating function of the total amount of tra�c arriving from

all active video streams in one frame period. With (2.1), this function can be explicitly

written as

�

X

(s) =

J

X

j=1

ln(

x

max

X

l=x

min

�

j

(l)e

sl

); (2.10)

where x

min

and x

max

denote the smallest and largest frame size, respectively. We assume

for simplicity that x

min

and x

max

are identical for all videos. We furthermore assume that

the histogram of the frame sizes, �

j

(l), has been computed o�{line for all videos.

Now suppose that a new video J+1 requests connection establishment. The admission

control will proceed as follows: First, �nd the s

?

that satis�es �

0

X

(s

?

) + �

0

X(J+1)

(s

?

) = a.

This can best be done with Newtons method [53] starting from the s

?

of the last admission

test. The new connection is accepted if and only if (2.9) is satis�ed. This procedure can

require an excessive amount of CPU time for real-time implementation. For this reason

we now investigate computational procedures for accelerating the run time. (We note that

such procedures are not needed for the scheme of Grossglauser et al. [24] because their

scheme employs a relatively small number of rates.)

Considerable speedup of the described computation can be achieved by reducing the

resolution of the histogram �

j

(l). So far, our calculations are based on �

j

(l) computed

according to (2.1) for l = x

min

; : : : ; x

max

, where the step size for l is one bit. In order to

reduce the resolution, we may compute the histogram as

�

j

(l) =

1

N

N

X

n=1

1(l� binsize < x

n

(j) � l) for l = x

min

; x

min

+ binsize; : : : ; x

max

:
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.

binsize 1 bit 1 cell 10 cells 20 cells

CPU time 80 min 13 sec 4.5 sec 0.75 sec

Table 2.4: CPU times for admission tests based on histogram with varying resolution.

Collecting the frames into bins in this fashion ensures that the probability of cell loss is

an increasing function of the binsize and leads hence to conservative admission decisions.

Figure 2.8 shows the number of admissible Star Wars connections computed with varying

resolutions (binsizes) for the Star Wars histogram. Table 2.4 gives the typical CPU times

required for an admission test. All computations are performed on a Sun SPARCstation 2.

The graph shows that increasing the binsize to 1 ATM cell (384 bit) reduces the number

of admissible connections by approximately 1.1% while reducing the CPU time by a factor

of about 370.

We mention that a quick approximate test can be performed in the following fashion:
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Store s

?

and �

X

(s

?

) of the previous admission test, compute only �

X(J+1)

(s

?

) on{line

without changing s

?

(takes approximately 1.4 sec for a histogram with resolution of 1

bit, 3.7 msec for a resolution of 1 cell), and check if (2.9) holds. If the new connection

is accepted, update s

?

and �

X

(s

?

) while the new video is being transmitted. Note that

updates must also be done when a connection terminates. This procedure is motivated by

the fact that s

?

typically varies only slightly when adding a new connection. Furthermore,

using a sub{optimal s

?

leads to conservative acceptance decisions, since the expression

in the exponent of the Cherno� bound (2.5), which dominates the LD approximation, is

strictly convex [14, p. 1119]. We refer to this procedure as the on{line procedure.

The admission control algorithms discussed so far compute the logarithmic generating

function �

X

(s) directly from the histogram of the frame sizes. As an alternative, we apply

an idea of Hui [27, p. 206] to our problem at hand: We expand the logarithmic generating

function in a Taylor series and base the acceptance decision on pre{computed coe�cients

representing the videos. To this end, we �rst note that the moment generating function of

the jth video may easily be developed into a Taylor series:

M

X(j)

(s) =

x

max

X

l=x

min

�

j

(l)e

sl

=

x

max

X

l=x

min

[�

j

(l)

1

X

u=0

(sl)

u

u!

] =

1

X

i=0

a

i

(j)s

i

where

a

i

(j) �

1

i!

x

max

X

l=x

min

�

j

(l)l

i

:

We note that the frame sizes, l, (as well as the link capacity a in the conditions of Sec-

tion 2.3.2) should be scaled to improve the convergence of the admission region obtained

from the series approximation to the admission region computed directly from the his-

togram. We achieved rapid convergence (see Figure 2.10) with a scale factor q of 60 cells

for the unsmoothed Star Wars trace. This factor is somewhat higher than m, the average

frame size of the Star Wars video, and ensures that E[X=q]< 1. Without this scaling the

l

i

in the expression for a

i

(j) can easily lead to huge values; we conjecture that the common

scale factor used for admission control should be larger than the largest m(j) of all videos

available on the video server.

In a second step we may compute the series expansion of the logarithmic moment
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generating function:

�

X(j)

(s) = lnM

X(j)

(s) = ln

1

X

i=0

a

i

(j)s

i

=

1

X

k=1

c

k

(j)s

k

: (2.11)

where the coe�cients c

k

(j) are given by (see Hui [27, p. 206])

c

k

(j) = a

k

(j)�

1

k

k�1

X

i=1

ia

k�i

(j)c

i

(j):

The coe�cients for the Star Wars video, computed with a scale factor of 60 cells, are

depicted in Figure 2.9. Our experiments seem to indicate that a relative small number,

K, of coe�cients in (2.11) approximates the logarithmic moment generating function with

su�cient accuracy for the purpose of admission control. Figure 2.10 shows the number of

admissible Star Wars connections computed from the series expansion of �

X

with di�erent

K. The �gure shows that the admission region obtained from the series approach converges

rather quickly to the admission region calculated with the direct approach. ForK � 4 both

curves are almost indistinguishable. This seems to indicate that videos can be characterized
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.

by a set of coe�cients fc

k

(j); 1 � k � Kg. These coe�cients can be computed o�{line and

stored with the actual video. Given these video descriptors, the admission control tests of

Section 2.3.2 can now be conducted very e�ciently by noting that

�

X

(s) =

K

X

k=1

c

k

s

k

where

c

k

=

J

X

j=1

c

k

(j); 1 � k � K:

This method avoids the expensive computation of the sum of exponentials in the direct

approach (2.10) and is furthermore independent of the number of videos already in progress.

If a new video J + 1 requests connection establishment, we �rst update c

k

 c

k

+

c

k

(J + 1); 1 � k � K, and �nd the s

?

that satis�es �

0

X

(s

?

) = a, starting Newtons method

with the s

?

found in the last admission test. Finally, we admit the new connection if and
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only if (2.9) is satis�ed. This admission test takes approximately 21 msec for K = 6, and

is hence viable for real time admission control.

Owing to the results in this section, we believe there are 2 options for real time admis-

sion control employing the LD approximation: (1) the on{line procedure discussed earlier,

(2) the test based on the precomputed c

k

(j) coe�cients as we just described. We acknowl-

edge that it would be desirable to support these conclusions with additional experiments

using other video traces as well as heterogeneous mixes of traces. Unfortunately, there

is currently a lack of publicly available traces that give a correct representation of the

bandwidth requirements of MPEG compressed videos.

2.6 A Re�ned Admission Control Procedure

We begin this section by supposing that VCR control (pause, rewind, fast forward) is

no longer permitted. We do suppose, however, that the various videos begin playback at

di�erent times. For n = 1; : : : ; N , de�ne X

n

(j) as in Section 2.2. But now de�ne X

n

(j) = 0

for all n > N .

Suppose that during frame time l there are J videos in progress with the jth video

having trace fx

1

(j); x

2

(j); : : : ; x

N

(j)g. Suppose during frame time l, frame �

j

of video j

is transmitted. Now consider admitting a new video J + 1 (with trace fx

1

(J + 1); x

2

(J +

1); : : : ; x

N

(J + 1)g ) which is to begin transmission in frame time l + 1. With this new

video, the amount of o�ered tra�c at frame time n+ l is

x

n+�

1

(1) + � � �+ x

n+�

J

(J) + x

n

(J + 1):

An admission rule which guarantees no loss for the duration of the new video is

J+1

X

j=1

x

�

j

+n

(j) � a; n = 1; : : : ; N; (2.12)

where �

J+1

:= 0. An admission rule which permits loss for a fraction of frame periods is

P

N

n=1

1[

P

J+1

j=1

x

�

j

+n

(j) > a]

N

� �: (2.13)

Similarly one can easily de�ne admission rules which permit a fraction of bit loss (analogous

to P

info

loss

).
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Figure 2.11: Simulation Algorithm for combined admission test.

Now let us once again suppose that VCR features are permitted. The theory developed

in Section 2.2 takes a global view on the phase pro�les: It essentially assumes that over

the course of a video there will be many phase pro�les. An admission control procedure

that takes a more myopic view to call admission is one akin to rule (2.12) but over fewer

frame periods, e.g.,

J+1

X

j=1

x

�

j

+n

(j) � a; n = 1; : : : ;M; (2.14)

where the �

j

's are the current phases at the call admission time and M � N .

We can de�ne an appealing admission rule by combining one of the global tests in

Section 2.3 with the test (2.14) (or with a test similar to (2.14), such as a test permitting

some cell loss). For a given QoS parameter �, such a combined test admits fewer connections

than the isolated global test. However, this combined test guards against the possibility

of excessive cell loss due to unusual phase pro�les at call admission.

We conducted simulation experiments with the GOP smoothed Star Wars trace to

evaluate the combination of global and myopic admission test. Figure 2.6 presents the

employed simulation algorithm for the combination of any of the global tests of Section 2.3

and the myopic test (2.14). (An admission rule involving a test that is akin to (2.14)
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and (14)) for varying

M .

but allows for some loss can be simulated in a similar fashion.) We �rst �x the number

of connections, J , allowed by the global admission test for a speci�c QoS parameter �.

We then simulate the transmission of M consecutive GOPs of I videos, where each video

has an independent starting phase that is drawn from a discrete uniform distribution over

[0; N=G�1], where G denotes the number of frames per Group of Pictures (GOP). Starting

from P , the number of connections allowed by a peak rate admission scheme, we increase

the number of video streams, I , until we experience loss during the transmission of the

M GOPs or hit the limit given by the global admission test. We thus �nd the maximum

number of connections allowed by the combined admission test. We run L replications to

�nd a con�dence interval for the expected maximum number of connections.

Figure 2.12 shows the number of Star Wars connections admitted by the combination

of the LD approximation for P

info

loss

(2.9) and the myopic test (2.14) as the parameter M

varies. The latter criterion ensures that there is no loss during the transmission ofM GOPs

following the admission of a new video connection, provided none of the videos experiences
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VCR actions. For this simulation run we �xed � = 10

�4

for the condition (2.9), this gives

J = 357 GOP smoothed Star Wars connections for the global test (see Figure 2.4). We

ran L = 40 replications for M = 200; 400; : : : ; 2000. Note that M GOPs correspond to

M=2 real{time seconds. Star Wars has a total number of 14,511 GOPs. We see from

the �gure that the con�dence intervals for the expected number of connections admitted

by the combined test are centered only slightly below the P

time

loss

limit of 357 connections.

This shows that, even for large values of M , the myopic test (2.14) has little impact on

admission control, implying that the global admission test will typically not lead to large

losses.

2.7 Conclusion

In this chapter we have developed rules for admitting prerecorded sources to an unbu�ered

link. We have considered two QoS requirements: the �rst requires that the fraction of

frame periods during which loss occurs be less than a given �; the second requires that the

fraction of cells lost be less than �. We have presented several approximations for loss for

prerecorded tra�c, and for the Star Wars trace we have found that the large{deviations

approximation is quite accurate. Our numerical results have also shown, for multiple copies

of Star Wars, that it is possible to get a high{degree of statistical multiplexing, particularly

when each trace is smoothed over its GOPs. We also observed that the number of allowed

connections is often insensitive to the cell{loss requirement �. We then explored e�cient

on{line calculation of admission control decisions and indicated two procedures which

appear promising. Finally, we re�ned the global admission test in order to guard against

the possibility of excessive cell loss due to unusual phase pro�les at call admission.
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Chapter 3

Join{the{Shortest{Queue

Prefetching

3.1 Overview

In this chapter we present a high{performance prefetching protocol for the delivery of video

on demand (VoD) from a server across a packet{switched network to a large number of

clients. The protocol assumes that the videos resident on the video server are variable{

bit{rate (VBR) encoded. Not only does this protocol give constant perceptual quality and

almost 100% link utilization, but it also allows for immediate commencement of the video

upon user request and near instantaneous response to interactive actions (pause/resume

and temporal jumps).

To achieve this high performance our protocol has two requirements. First we require

all of the clients to have a small amount of memory dedicated to the VoD application.

Second, as shown in Figure 3.1, we require that there be at most one bottleneck shared

link between the video server and the clients. If the clients are connected to an ADSL

residential access network, then this second requirement can be achieved by attaching the

video server directly to the ADSL central o�ce; in this case the shared link is the link from

the server to the ADSL central o�ce. If the clients are connected to cable, then the second

requirement can be achieved by attaching the video server directly to the cable headend.

The user's client could be a television with a set{top box capable of performing bu�ering
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and decoding, or it could be a household PC. The video server could be a cache containing

the week's most popular videos. A central repository could multicast the videos to this

and other caches over the Internet using the traditional best{e�ort service [10].

Our protocols explicitly assume that the videos are VBR encoded with high peak{to{

mean ratios. The motivation for our approach is that, for the same perceived video quality,

Constant Bit Rate (CBR) encoding produces an output rate signi�cantly higher than the

average rate of the corresponding VBR encoding for action movies [9]. CBR tra�c allows

for nearly 100% link utilization; the number of connections that can be carried over a

link of given capacity is roughly the link capacity divided by the CBR rate (assuming

homogeneous connections). The number of VBR connections that can be transmitted

simultaneously is the achievable link utilization multiplied by the link capacity divided

by the average rate of the VBR video stream. Therefore schemes for transmitting VBR

encoded video that achieve high average link utilizations while keeping losses at a negligible

level, can allow for signi�cantly more video connections than does CBR video.

Our protocol achieves the constant perceptual quality, responsiveness to user interac-

tivity, and high link utilizations by exploiting two special properties of the prerecorded

video: (1) for each video, the tra�c in each video frame is known before the video session

begins; (2) while the video is being played, some of the video can be prefetched into the

client memory. It is this second property | the ability to prefetch a portion of any video

| that is particularly central to our high{performance protocol.

Our protocol is based on the observation that, due to the VBR nature of the multiplexed

tra�c, there will be frequent periods of time during which the shared link's bandwidth is

under utilized. During these periods the server can prefetch video frames from any of the

ongoing videos and send the prefetched frames to the bu�ers in the appropriate clients.

With this prefetching, many of the clients will typically have some prefetched reserve in

their bu�ers. Our protocol also speci�es the policy for how the server selects the prefetched

frames. This policy is the join{the{shortest{queue (JSQ) policy, which can be roughly

described as follows: within each frame time the server repeatedly selects frames from the

connections that have the smallest number of prefetched frames in their client bu�ers. The

JSQ policy creates a bu�er pooling e�ect so that the system behaves as if the individual

client bu�ers are aggregated into one large bu�er which is shared by all the clients. Our
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empirical work with public{domain traces indicates that prefetching combined with the

JSQ policy gives dramatic reductions in packet loss. In particular, if each client dedicates

a small amount of bu�er capacity to the VoD application, this scheme can multiplex a

large number of connections over the shared link and have negligible playback starvation.

In this chapter we also examine several re�nements and variations of our JSQ prefetching

policy, and we develop schemes for selectively discarding frames for MPEG encoded video

when playback starvation is unavoidable.

With JSQ prefetching, through bu�er pooling, the connections collaborate in order to

minimize the overall packet loss. This collaboration among the connections contributes

signi�cantly to the protocol's outstanding performance. We also present numerical results

which show that Optimal Smoothing, a non{collaborative prefetching policy, can have

packet loss that is several orders of magnitude higher than that of JSQ prefetching for a

wide range of bu�er sizes.

This chapter is organized as follows. In Section 3.2 we give a description of our VoD

architecture and introduce prefetching. In Section 3.2 we present our JSQ prefetch policy;

Section 3.2 includes numerical results for public domain traces and a discussion of e�cient

implementation of the JSQ policy. In Section 3.4 we show how our VoD protocol allows

for user interactivity with minimal delays; numerical results for interactive actions are

presented. In Section 3.5 we compare the performance of JSQ prefetching with that of

Optimal Smoothing [67, 79]. In Section 3.6 we explore a variation of our JSQ policy |

the packet{based JSQ prefetch policy. In Section 3.7 we examine MPEG compression and

propose several policies for selective discard when loss is unavoidable. In Section 3.8 we

discuss how JSQ prefetching can be employed in residential broadband access networks

using cable or ADSL. We conclude in Section 3.9.

3.2 Architecture Description

Figure 3.1 illustrates our basic model for VoD. The video server contains a large number

of videos in mass storage. For notational simplicity, assume that each video consists of N

frames and has a frame rate of F frames/sec. The videos are VBR encoded using MPEG

1, MPEG 2 or some other video compression algorithm. Let J denote the number of video
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Figure 3.1: Prerecorded videos multiplexed over a link of capacity R packets/sec.

connections in progress. Although some of the connections might be transmitting the same

video, the phases (i.e., the start times) are typically di�erent. The server packetizes the

frames of the ongoing connections and then statistically multiplexes and transmits the

packets into its link; for simplicity, we assume throughout that the packets are of �xed

length. Let x

n

(j) denote the number of packets in the nth frame of the jth connection.

Because the videos are prerecorded, (x

1

(j); x

2

(j); : : : ; x

N

(j)) is fully known at connection

establishment.

When a client requests a speci�c video, the server makes an admission control decision

by deciding whether or not to grant the request. If it grants the request, a connection is

established and the server immediately begins to transmit the connection's packets into

the network. The connection's packets are transmitted in a �xed, predetermined order.

When packets arrive at the client, they are placed in the client's prefetch bu�er. The video

is displayed on the user's monitor as soon as a few frames have arrived at the client.

Under normal circumstances, every 1=F seconds the client removes a frame from the

prefetch bu�er, decompresses it, and displays it. If at one of these epochs there are no

complete frames in its prefetch bu�er, the client loses the current frame; the client will try

to conceal the loss by, for instance, redisplaying the previous frame. At the subsequent

epoch the client will attempt to display the next frame of the video.

We denote R (in packets/sec) for the maximum transmission rate of the server. We
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denote R(j) for the maximum reception rate of the jth client. Although our protocol

allows for pause and temporal jumps, we will initially exclude these interactive features in

order to simplify the discussion; thus N=F seconds elapse from when the user begins to

watch the video until when the video ends. We shall also initially assume that all prefetch

bu�ers are in�nite and that R(j) � R for j = 1; : : : ; J .

To make these ideas a little more precise, we divide time into slots of length 1=F . Let

p

l

(j) be the number of frames in the prefetch bu�er for connection j at the beginning of

slot l. Let �

l

(j) be the number of frames of connection j that arrive to the prefetch bu�er

during the lth slot. At the end of each slot, one frame is removed from each prefetch bu�er

that has one or more frames. Thus

p

l+1

(j) = [p

l

(j) + �

l

(j)� 1]

+

; (3:1)

where [x]

+

= max(x; 0). Denote �

l

(j) for the frame number of connection j that is supposed

to be removed at the end of slot l; thus �

l+1

(j) = �

l

(j) + 1.

During each slot of length 1=F seconds the server must decide which frames to transmit

from the J ongoing videos. The prefetch policy is the rule that determines which frames

are transmitted in each slot. The maximum number of packets that can be transmitted in

a slot is R=F (which for simplicity we assume to be an integer).

For each ongoing connection j the server keeps track of the prefetch bu�er contents

p

l

(j); this can be done through the recursion (3.1) without communicating with the client.

Initially, we require the server to skip the transmission of the entire frame �

l

(j) whenever

p

l

(j) + �

l

(j) = 0. Thus, the server does not transmit a frame that will not meet its

deadline at the client.

Before de�ning our prefetch policy, it is useful to introduce some more notation. Let

b

l

(j) be the number of packets in the prefetch bu�er for connection j at the beginning of

slot l. Let �

0

l

(j) denote the number of packets of connection j that arrive to the prefetch

bu�er during the the lth slot. These de�nitions imply

b

l+1

(j) = [b

l

(j) + �

0

l

(j)� x

�

l

(j)

(j)]

+

: (3:2)
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3.3 The JSQ Prefetch Policy

Our Join{the{Shortest{Queue (JSQ) prefetch policy attempts to balance the number of

frames across all of the prefetch bu�ers. In describing this policy, we drop the subscript

l from all notations. At the beginning of each slot the server determines the j

�

with the

smallest p(j), transmits one frame from connection j

�

and increments p(j

�

). Within this

same slot the server repeats this procedure over and over again, at each iteration �nding

a new j

�

that minimizes p(j), transmitting a frame from connection j

�

and incrementing

p(j

�

).

Due to the �nite transmission rate of the server, at some point the server must stop

transmitting frames within the slot. To this end, let z be a variable that keeps track of the

total number of packets sent within the slot; z is reinitialized to zero at the beginning of

every slot. The stopping rule works as follows. Before transmitting a frame from connection

j

�

we check to see if

z + x

�(j

�

)

(j

�

) � R=F; (3:3)

where �(j

�

) is the frame of connection j

�

that is being considered for transmission. If this

condition holds, then we transmit the frame and update z; otherwise, we do not transmit

the frame, set p(j) = [p(j)� 1]

+

for j = 1; : : : ; J and recommence the procedure for the

subsequent slot. This is our basic stopping rule; later we shall discuss a slightly more

complicated stopping rule.

With prefetching, it is possible that all of a connection's frames have been transmitted

but not all of its frames have been displayed. When a connection reaches this state, we no

longer consider it in the above JSQ prefetching policy. From the server's perspective, it is

as if the connection has been terminated.

3.3.1 Re�nements of the JSQ policy

We now discuss a few important re�nements of the JSQ policy. First, we introduce a re�ned

stopping rule. Recall that during each slot the server transmits a sequence of frames until

condition (3.3) is violated; once (3.3) is violated, the server does not transmit any more

frames in the slot. An alternative stopping rule is to try to transmit more frames in the

slot by removing from consideration the connection that violates (3.3) and �nding a new j

�
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that minimizes p(j). If the condition (3.3) holds with the frame from the new connection

j

�

, we transmit the frame, update p(j

�

), and continue the procedure of transmitting frames

from the connections that minimize the p(j)'s. Whenever a frame violates condition (3.3),

we skip the corresponding connection and �nd a new j

�

. When we have skipped over all

of the connections, we set p(j) = [p(j) � 1]

+

for j = 1; : : : ; J and move on to the next

slot. This is our re�ned stopping rule. To reduce the online computational e�ort we can

also, of course, consider rules which fall between the basic and re�ned stopping rules. For

example we could use a rule which stops when condition (3.3) has been violated K times

where 1 < K < J .

The next re�nement of the JSQ policy limits the number of packets an ongoing connec-

tion may have in its client's prefetch bu�er. This important re�nement is useful when the

client for connection j, j = 1; : : : ; J , has �nite bu�er capacity B(j). This re�nement works

as follows. Suppose that the server is considering transmitting frame �(j

�

) from connection

j

�

. Let b(j

�

) be the current number of packets in the prefetch bu�er for connection j

�

. It

transmits this frame in the current slot only if condition (3.3) and the condition

b(j

�

) + x

�(j

�

)

(j

�

) � B(j) (3:4)

are satis�ed. Condition (3.4) ensures that the server does not overow the prefetch bu�er

for connection j

�

. With this additional condition, we extend the de�nitions of the stopping

rules in the obvious way.

The �nal re�nement we consider in this subsection is applicable when R(j) < R for

at least one connection j. This situation occurs when the client's access link has limited

bandwidth (as with ADSL) or when the the client has a limited packet processing capability.

In this case, within each slot the server would keep track of z(j), the total number of

packets from connection j sent in the slot. Suppose the server is considering transmitting

the frame �(j

�

) from connections j

�

. It transmits the frame in the current slot if and only

if conditions (3.3), (3.4) and

z(j

�

) + x

�(j

�

)

(j

�

) � R(j

�

)=F (3:5)

are satis�ed. Condition (3.5) ensures that the server does not violate the reception con-

straint for connection j

�

. Once again, we can extend the de�nitions of the stopping rules

in the obvious manner.
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We also mention that if the switch has bu�er capacity for each connection, then it

may be possible to ignore (3.5) even when R(j) < R. The idea is to store the tra�c

exceeding the capacity of the jth access link in the output bu�er of connection j, and to

feed the access link at rate R(j). An upper bound on the switch bu�er capacity necessary

for connection j is [R�R(j)]B(j)=R. This expression is based on the worst case scenario

that the prefetch policy dedicates the entire link capacity R temporarily to connection j

in order to �ll its prefetch bu�er completely. This scenario occurs if connection j starts

with empty prefetch bu�er while all other connections have full prefetch bu�ers.

To simplify the discussion, for the remainder of this chapter we shall assume that either

(1) R(j) � R for all j = 1; : : : ; J , or (2) the switch has su�cient bu�er capacity so that

condition (3.5) can be ignored.

3.3.2 System Dynamics and Pooling

We now crudely describe the dynamics of the prefetch bu�er contents. Let us make the

assumption that whenever all N frames of a connection are displayed, the same user

immediately requests a new connection; thus, with this assumption there are always J

videos in progress. Let us make the realistic assumption that

J

X

j=1

x

avg

(j) < R=F; (3:6)

where x

avg

(j) is the average number of packets in a frame in the jth connection. The

condition (3.6) says that the long{run average aggregate consumption rate of the ongoing

videos is less than the maximum server supply rate.

The JSQ prefetch policy will make most of the p(j)'s nearly equal to each other. More-

over, because of (3.6) there will be a general tendency for each of the p(j)'s to increase.

In other words, there is typically a \pack" of p(j)'s with near equal values, with each p(j)

in the pack drifting towards B(j). A p(j) can separate itself from the pack if it hits B(j)

while the pack continues to gain higher occupancies. It will also break from the pack if the

corresponding connection reaches the state of having all its frames transmitted. In this

case, the p(j) will descend by one in each slot until it hits zero; when it hits zero, p(j) will

quickly return to the pack.
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Trace Mean Peak/ Avg. Frame Size % of info

bits Mean I P B I P B

lambs 7,312 18.4 38,025 7,436 3,424 43 25 32

bond 24,308 10.1 83,293 41,427 10,513 29 42 29

terminator 10,904 7.3 37,387 14,120 6,387 29 32 39

mr.bean 17,647 13.0 75,146 18,275 10,215 35 26 39

Table 3.1: Statistics of MPEG{1 traces.

One important feature of the JSQ prefetching policy is that it creates a pooling e�ect,

namely, the individual bu�ers act as a large collected bu�er of capacity B(1)+� � �+B(J). To

see this, suppose that a large number of connections start simultaneously (therefore having

few frames in their prefetch bu�ers) and the remaining connections have a large number

of frames in their prefetch bu�ers. Also assume that the aggregate consumption rate

temporarily exceeds R packets/sec. Then if the consumption rate across the connections

that have just started is less than R, the JSQ policy will prevent frame loss as long as the

high aggregate consumption rate does not persist for too long. This is because the prefetch

policy will feed the connections that have just started until their prefetch bu�ers catch up

with rest of the pack. Thus, the likelihood of cell loss in the near future typically depends

on the p(j)'s only through the pooled bu�er content p(1) + p(2) + � � �+ p(J).

3.3.3 Experimental Results

In this subsection we present the results of a simulation study for the JSQ prefetch policy

described in the previous section. Throughout we use the re�ned stopping rule discussed

in Section 3.3.1. Our simulation study makes use of MPEG 1 encodings of the four movies

in Table 3.1. The associated traces, obtained from the public domain [64], give the number

of bits in each frame. (We are aware that these are low resolution traces and some critical

frames are dropped; however, the traces are extremely bursty. We have obtained similar

results, not reported here, for Star Wars and Oz.) Each of the movies was compressed

with the GOP pattern IBBPBBPBBPBB at a frame rate of F = 24 frames/sec. Each of

the traces has 40,000 frames, corresponding to about 28 minutes. The mean number of

bits per frame and the peak{to{mean ratio are given in Table 3.1. Table 3.1 also gives the
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average size of I, P and B frames and the percentage of encoding information carried in I,

P and B frames. It can be argued that the average rate in bits/sec is lower than what we

would expect for digital compressed video (e.g., MPEG{2 video); for this reason, we have

chosen a relatively small server transmission rate of 45 Mbps. We expect VoD systems

in the future to have videos with larger average rates and a proportionally larger server

transmission rate. In this scaling, the number of videos that can be multiplexed will be

approximately constant. We furthermore assume that each packet consists of 512 bytes of

payload and 40 bytes of overhead; therefore, R = 81; 521 packets/sec.

We de�ne the link utilization as the average number of packets per second, summed over

all connections in progress, divided by R. In our experiments we use various mixes of the

the four movies. Each of the mixes has a di�erent link utilization. Our 90% link utilization

consists of 52 lambs connections, 16 bond connections, 35 terminator connections, and 22

mr.bean connections. Our 95% link utilization consists of 55 lambs connections, 17 bond

connections, 37 terminator connections, and 23 mr.bean connections. With these numbers,

each of the four movies accounts for roughly one fourth of the link load.

In each realization of our simulation, we generate a random starting frame �(j) for each

of the J ongoing connections. The value �(j) is the frame that is removed from the jth

prefetch bu�er at the end of slot 1. The �(j)'s are independent and uniformly distributed

over [1; N ]. All connections start with empty prefetch bu�ers at the beginning of slot 1.

When the Nth frame of a video is removed from a prefetch bu�er, we assume that the

corresponding user immediately requests to see the entire movie again. Thus, there are

always J connections in progress.

In Figure 3.2 we set the bu�er capacity of each client to 1 Mbyte and the link utilization

to 95%. The �gure shows the prefetch bu�er contents in bytes for one of the lamb's

connections over 120,000 simulated frame periods; the initial starting random phase for

this connection is � = 2; 689. At l = 36; 079 frame periods all of the movie's frames have

been transmitted to the prefetch bu�er; this is why the bu�er content drops to zero at

l = 37; 311, when the movie ends and starts over for the user. Note that when the movie

restarts at l = 37; 311 the JSQ prefetch policy �lls the prefetch bu�er for the movie in just

a few frame periods. Also note that the bu�er contents typically hug the 1 Mbyte bu�er

limit. Note that the bu�er occupancy is nearly periodic, with period equal to the length
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Figure 3.2: Prefetch bu�er contents in a 1 Mbyte bu�er in bits for a lamb's connection.

of the movies (40,000 frames).

In Figure 3.3 we plot the 90 % con�dence intervals of P

time

loss

for the prefetch bu�er sizes

ranging from 2 KBytes to 256 KBytes. P

time

loss

is the long{run fraction of frame periods for

which loss occurs for at least one of the J ongoing videos (see 2.2). Each of the con�dence

intervals is based on 1000 replications. On this �gure P

time

loss

is plotted for both 95% and

90% utilizations.

Figure 3.3 shows the dramatic improvement in performance that comes from prefetching

and the JSQ policy. Without any prefetching we have P

time

loss

= 0:29 for 95 % utilization.

By increasing the capacity only to 256 KBytes, the loss probability is reduced to P

time

loss

�

4:7�10

�6

. By further increasing the bu�er to 512 KBytes, no loss was observed for any of

8000 replications, corresponding to 3:2� 10

8

frame periods! Similarly, for 90 % utilization

we did not observe any loss for 1000 replications, corresponding to 4� 10

7

frame periods,
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for 64 KByte prefetch bu�er. Whenever loss occurred, the bu�er contents at each of the

clients was nearly zero, con�rming the existence of a strong pooling e�ect. (The existence

of pooling is further justi�ed by the analytical work of Reiman [56]).

Figure 3.3 demonstrates that with a small prefetch bu�er at each client the JSQ

prefetching policy will allow for almost 100% utilization with negligible packet loss. Also

note that the scheme allows for near immediate playback of the video upon user request.

It can be argued that for MPEG{2 traces with an order of magnitude larger average rate,

the prefetch bu�er will have to be an order of magnitude larger to achieve the same loss

probabilities. But even with this order of magnitude increase, only 5 Mbytes of prefetch

bu�er is required to give negligible packet loss.

3.3.4 E�cient Implementation of the JSQ Prefetching Policy

In this subsection we describe a list based approach that allows for e�cient implementation

of the JSQ prefetch policy. We found in our experiments that it takes only 2.5 msec to

execute the administrative steps necessary in each frame period for 132 video connections

on a SPARCstation 2. We applied the re�ned stopping rule in these experiments and took

also the bu�er capacity test (3.4) into account.

The underlying data structure in our implementation is a singly linked list. Each list

element is a record storing the data pertaining to an active connection; in particular, we

keep track of �(j); p(j) and b(j). We also keep track of an index indicating which video

is being transmitted. Finally, each record contains a pointer to the next list element. The

list is maintained such that the index p(j) is ascending as one moves down the list, that

is, the connection with the smallest number of prefetched frames is on the top. In each

frame period we start by considering the connections at the top of the list. We �rst check

whether conditions (3.3) and (3.4) (and also (3.5) when applicable) are satis�ed. If theses

conditions are satis�ed, we transmit the frame, increment p(j) and adjust b(j). Next, we

check whether the successor in the list has a smaller p(j). If not, we try to prefetch the

next frame. This is repeated until p(j) is larger than that of the next connection in the

list. At that point we have to rearrange the pointer references in order to maintain the

order of the list. After the order has been restored we start over, trying to prefetch for
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the connection on top of the list. If we �nd at any point that (3.3) or (3.4) (or (3.5) when

applicable) is violated, we skip the connection and try to prefetch for the successor in the

list, that is, we prefetch no longer for the connection on top of the list, but move down the

list as we skip over connections.

3.4 Interactivity

In this section we adapt the JSQ prefetch policy to account for pauses as well as forward and

backward temporal jumps. Our protocol allows these interactive actions to be performed

with minimal delay. We assume that whenever a user invokes a interactive action, the

client sends a message indicating the interactive action to the server.

Suppose that the user for connection j pauses the movie. Upon receiving noti�cation of

the action, the server can simply remove connection j from consideration until it receives

a resume message from the client; while the connection is in the paused state, its prefetch

bu�er remains at a constant level. A slightly more complex policy would be to �ll the

corresponding bu�er with frames once all the other prefetch bu�ers are full or reach a

prespeci�ed level.

Suppose that the user for connection j makes a temporal jump of � frames into the

future. If � < p(j), we discard � frames from the head of the prefetch bu�er and set

p(j) = p(j) � �. If � � p(j) we set p(j) = 0 and discard all the frames in the prefetch

bu�er. Finally, suppose that the user for connection j makes a backward temporal jump.

In this case we set p(j) = 0 and discard all frames in the prefetch bu�er.

In terms of frame loss, pauses actually improve performance because the movies which

remain active have more bandwidth to share. Frequent temporal jumps, however, can

degrade performance since prefetch bu�ers would be frequently set to zero. Whenever we

set a prefetch bu�er to zero, the pool loses some of its total savings, thereby increasing the

likelihood of loss.

We now present some numerical results for interactive actions. We consider only for-

ward and backward temporal jumps and ignore pauses as pauses can only improve perfor-

mance; we furthermore assume that � > p(j) for all forward temporal jumps. Our results

give therefore a conservative estimate of the actual performance. In our simulation, we
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as a function of the average number of temporal jumps per hour for 256

KByte bu�ers and 95 % link utilization.

assume that each user performs temporal jumps repeatedly, with the time between two

successive jumps being exponentially distributed with constant rate. When a user performs

such an action, her prefetch bu�er is set to zero. Figure 3.4 shows the 90 % con�dence

interval for P

time

loss

for 11, 22, 32 and 43 temporal jumps per hour (on average). This exper-

iment was conducted with B(j) = 256 KBytes and a 95 % link utilization. As we would

expect, loss probabilities increase as the rate of temporal jumps increase; however, the

increase is not signi�cant for a sensible number of temporal jumps.
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3.5 Comparison between JSQ Prefetching and Optimal Smooth-

ing

As mentioned in the Introduction, there are other protocols in the literature for the trans-

port of VBR{encoded video which exploit prefetching and client bu�ers [24] [46] [47] [67]

[15] [16]. In all of these other schemes, the transmission schedule for a given video is de-

termined o�{line and depends only on the tra�c characteristics of that video; thus, the

transmission schedule of a connection does not take into account the tra�c requirements

of the other connections in progress. For this reason, we refer to all the schemes cited just

above as non{collaborative prefetching schemes.

On the other hand, the JSQ prefetching protocol determines the transmission schedule

of a connection on{line, as a function of the bu�er contents at all of the clients. For this

reason, we refer to JSQ as a collaborative prefetching scheme. The purpose of this section

is to show that the JSQ bu�er �ll policy is responsible for the outstanding performance

reported in Section 3.3.3. To this end we shall compare JSQ prefetching with one of the

non-collaborative schemes in the existing literature, namely, Optimal Smoothing [67] [79].

We apply the Optimal Smoothing algorithm to the traces used for the JSQ experiments

(see Section 3.3.3). We then statistically multiplex the smoothed traces on a bu�erless 45

Mbps link and calculate P

time

loss

using the Large Deviation (LD) approximation described

in [57] and [79]. The LD approximation is known to be very accurate [62, 25, 13, 14, 57].

We do this for two versions of optimal smoothing: no initiation delay and a 10 frame

initiation delay [67] [79] [11]. We chose Optimal Smoothing for our comparison, as optimal

smoothing minimizes the peak rate and variability of the smoothed tra�c for a given client

bu�er.

The results are given in Figure 3.5; only the point estimates of the simulation results

are plotted here. The �gure shows P

time

loss

as a function of bu�er size at the client for 95%

average link utilization. The �gure shows that JSQ prefetching gives a P

time

loss

that is more

than two orders of magnitude smaller than Optimal Smoothing for a 128 Kbyte bu�er,

and more than three orders of magnitude smaller for a 256 Kbyte bu�er. Furthermore, for

this case of 95% utilization, Optimal Smoothing has unacceptably high loss probabilities

for all bu�er sizes shown, whereas JSQ prefetching gave no loss in 4� 10

8

simulated frame
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as a function of bu�er size for JSQ prefetching and statistical multiplexing

of optimally smoothed traces for 95% average link utilization.

periods for a bu�er size of 300 Kbytes. (To account for this point on the graph, we suppose

that loss occurs for one of the 4 � 10

8

frame periods at 300 Kbytes.) We are thus led to

the conclusion that the collaborative nature of JSQ prefetching contributes signi�cantly to

its high performance. JSQ prefetching is inspired by the least{loaded routing algorithm

for circuit{switched loss networks, which is known to give excellent performance and to be

extremely robust over a wide range of tra�c conditions [65].

In Figure 3.6 we compare the admission region of JSQ prefetching, Optimal Smoothing

and GOP smoothing. We use the lambs video, the burstiest of the mix of movies (see

Table 3.1), for this experiment. We �x the client bu�er size at 1 MByte. A client bu�er

of 1 MByte can store on average 41 seconds of the lambs video. We set the QoS criterion

to P

time

loss

� 10

�5

. The plot gives the number of lambs connections that can be supported

as a function of the normalized bandwidth of the bottleneck link. We de�ne normalized
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Figure 3.6: Number of lambs connections as a function of normalized bandwidth for JSQ

prefetching, Optimal Smoothing and GOP smoothing. The client bu�er of 1 MByte holds

on average 41 seconds of the lambs video.

bandwidth as the link bandwidth divided by the average rate of the lambs video. The

JSQ prefetching results are obtained from simulation. The Optimal Smoothing and GOP

smoothing results are computed using the very accurate LD approximation. With GOP

smoothing the video is smoothed over each Group of Pictures (GOP), that is, 12 frames

in the case of the lambs movie (see Section 3.3.3). The plot shows that JSQ prefetching

clearly outperforms the other smoothing schemes. With a normalized bandwidth of 21.4,

corresponding to a link rate of 4 Mbps, JSQ prefetching can support 20 lambs connections

(95 % average link utilization) while Optimal Smoothing can support 15 connections (70

% average link utilization). GOP smoothing can support 10 connections ( 48 % average

link utilization).

We furthermore note that the JSQ policy allows for instantaneous interactive actions,
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making the scheme amenable to highly interactive multimedia applications. These inter-

actions cause only a modest drop in performance (see Section 3.4). An indepth study of

interactivity for Optimal Smoothing is given in [11]. In general, no smoothing scheme can

always give instantaneous playback after all temporal jumps, because for some playback

points a build{up delay is required to ensure no starvation in the future. In [11] an algo-

rithm is given for which the build{up delay is typically very small for the traces considered.

However, this build{up delay typically increases with the client bu�er size, and at playback

points before long high{bandwidth scenes the delay can be large (an example is given for

which the delay after a temporal jump can be as much as 63 seconds for a 4Mbyte bu�er).

Thus, with Optimal Smoothing, as the client bu�ers become larger, the link utilizations

increase but interactivity performance decreases. In contrast, with JSQ prefetching, both

link utilization and interactivity performance improve with increasing client bu�er.

We now explain intuitively why packet loss is less with JSQ prefetching. The JSQ

policy strives to (1) equalize the number of prefetched frames over all ongoing connections

and (2) keep the bu�ers always �lled. Optimal Smoothing, on the other hand, �rst �lls

the bu�er when a connection starts up. The bu�er is then emptied, then �lled again and

so on; the bu�er content thus oscillates between empty and full.

Now consider a situation where a number of connections have been in progress for a

while and a new connection becomes active. The JSQ policy dedicates the entire link

capacity temporarily to the new connection so as to bring the number of prefetched frames

up to the level of the other connections. These other connections are fed from their prefetch

bu�ers during this period. For loss to occur, the prefetch bu�ers of the older connections

need to be drained completely and the aggregate rate of the ongoing connections has then

to exceed the link capacity. This is a highly unlikely scenario given that the prefetch

bu�ers typically hold a large number of prefetched frames. With optimal smoothing,

however, the new connection gets only a small fraction of the link capacity since the other

connections have to transmit according to their �xed schedule. Losses are therefore more

likely, particularly for movies requiring a large amount of bandwidth in the beginning.

Next, consider a situation where a number of connections have been active for a while

and high action scenes in the movies collude and thus cause temporarily an excessive de-

mand for bandwidth. Since JSQ prefetching keeps the bu�ers always full while the optimal
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smoothing policy drives the bu�er contents periodically up and down, the aggregate bu�er

contents of all the ongoing connections is larger with JSQ prefetching. The JSQ policy can

therefore support longer periods of excessive demand for bandwidth.

We conclude this section by mentioning that the non{collaborative prefetching schemes

do have an important advantage over our JSQ prefetching protocol | namely, they can be

implemented over multiple, decentralized servers, and they can be easily adapted to run

over a network with multiple bottleneck links. In particular, the server does not need to be

attached to a cable headend or an ADSL switch, but can instead be distributed and placed

deeper into the network. In our current research [60], we are adapting the JSQ prefetching

protocol so that the server can be distributed and placed deeper into the network.

3.6 A Packet{Based JSQ Prefetch Policy

Up to now we have measured the length of the queue in a prefetch bu�er by the number of

frames present in the bu�er. An alternative measure for length is the number of packets

in the bu�er. With this measure, the JSQ policy strives to equalize the number of packets

in each of the prefetch bu�ers. In de�ning this policy, we drop the subscript l from all

notations. At the beginning of each slot the server determines the j

�

with the smallest

b(j)�x

�(j)

(j), transmits one packet from connection j

�

and increments b(j

�

). Within this

same slot the server repeats this procedure over and over again, at each iteration �nding

a new j

�

that minimizes b(j) � x

�(j)

(j), transmitting a packet from connection j

�

and

incrementing b(j

�

). For in�nite prefetch bu�ers, the procedure stops when z (the total

number of packets transmitted within the slot) equals R=F . For �nite prefetch bu�ers, the

procedure stops when z = R=F or when all the prefetch bu�ers are full.

The packet{based JSQ policy is easier to implement than the frame{based JSQ policy.

For brevity, we only describe this implementation for the case of in�nite prefetch bu�ers.

At the beginning of each slot we order the prefetch bu�ers according to their y[j] =

b(j)� x

�(j)

(j) values. Let �(j), j = 1; : : : ; J , be this ordering. We �ll bu�er �(1) with

y[�(2)]�y[�(1)] packets. We then �ll bu�ers �(1) and �(2) with y[�(3)]�y[�(2)] packets.

The procedure continues as long as z � R=F . If at any iteration we will have z > R=F ,

we spread the remaining packets evenly over the bu�ers in question.
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The drawback of this policy is that it can produce frame levels in the prefetch bu�ers

which are highly unbalanced; this can occur when one set of connections has a large

number of packets per frame and a second set has a small number of packets per frame.

An advantage of this policy is that it can �ll all the prefetch bu�ers to the brim when

drain rate is far below the link rate.

Throughout the remainder of this chapter we use the original frame{based JSQ policy.

3.7 Selective Discard Policies for MPEG Compression

There is cell loss in a slot l if and only if

X

j2J

x

�

l

(j)

(j) > R=F; (3:7)

where J is the set of connections that have no frames in their bu�ers at the beginning of

the slot. However, when (3.4) holds, the server still has the freedom to select which part

of the aggregate tra�c,

X

j2J

x

�

l

(j)

(j);

to transmit and which part ot discard. A rule for choosing which part of the aggregate

tra�c to discard is a selective discard policy. A good selective discard policy will discard

the parts of the aggregate tra�c that can most easily be estimated at the client. The

estimation of lost video tra�c at the client is called error concealment, which, for MPEG

encoding, has been thoroughly discussed in the literature [43, 4, 80].

3.7.1 Selective Discard Strategies for MPEG{1

Recall that for MPEG{1 encoding the frames have a GOP pattern, e.g., IBBPBBPBB.

Because B and P frames are encoded with respect to the I frames, it is important to

minimize loss for each I frame, as this loss propagates through the entire GOP. Similarly,

loss for P frames is more damaging than loss for B frames. These observations lead to

the following simple selective discard policy. Let J (I), J (P ) and J (B), be the set of

connections in J of the current slot that are to transmit I, P and B frames. Note that the
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sets J , J (I), J (P ) and J (B) change from slot to slot. If

X

j2J (I)

x

�

l

(j)

(j) +

X

j2J (P )

x

�

l

(j)

(j) � R=F; (3:8)

then we transmit all the frames in J (I) [ J (P ) and discard \part" of the tra�c from

J (B). If (3.8) fails, but

X

j2J (I)

x

�

l

(j)

(j) � R=F; (3:9)

then we transmit all the frames in J (I), discard all the frames in J (B) and discard \part"

of the tra�c from J (P ). Finally, if (3.9) fails, we discard all of the frames in J (B)[J (P )

and \part" of the tra�c in J (I). The above discard policy has not been fully de�ned, as

we have not yet speci�ed the \part" of tra�c that is discarded in each of the cases. There

are several natural strategies here:

1. Slice discarding strategy: Suppose it su�ces to discard tra�c only from J (B). Then

we discard slices from the B frames, spreading the discarded frames over the connec-

tions in J (B); furthermore, if we must discard multiple slices in a frame, we attempt

to discard non{adjacent slices in order to facilitate estimation and concealment at the

client. If discarding all the B frames in J (B) does not su�ce, then we also discard

slices from P frames; �nally, if discarding all the B and P frames from J (B)[J (P )

does not su�ce, then we also discard slices from I frames.

2. Frame discarding strategy: Discard entire frames in a round robin fashion across all

the videos in J . With this strategy, loss of consecutive frames of a speci�c connection

should be rare.

3. Do not discard the frames or any \parts" of the frames, but instead to re{encode the

frames on{the{y with a coarser quantization. A related strategy is to include in the

server's storage a second version of each video which has been o�{line encoded at a

lower rate; when J is nonempty and loss is unavoidable, then the server switches to

the low{rate versions for all videos in J .

Figure 3.7 illustrates the performance of this discard policy. In the simulation we simplify

the policy by never transmitting any \parts" of the tra�c; speci�cally, we drop all frames

57



1e-06

1e-05

0.0001

0.001

0.01

0.1

1 10 100

P
-lo

ss
-f

ra
m

e

prefetch buffer B(j) in Kbyte

P frames
B frames

Figure 3.7: The fraction of lost P and B frames as a function of the prefetch bu�er size for

95 % utilization.

from J (B) when (3.8) holds, all frames from J (B) [ J (P ) when (3.8) fails and (3.9)

holds; and all frames from J when (3.9) fails. We conducted this experiment with a link

utilization of 95% and ran 1000 replications for bu�er sizes ranging from 4 to 64 KByte.

The �gure plots the point estimates of the fraction of P and B frames that are lost (we

ignore con�dence intervals to avoid visual clutter). In all our simulations we never observed

any loss of I frames.

3.7.2 An Admission Policy for MPEG{1

We now present a connection admission policy which, when combined with our selective

discard policy, ensures that I frames experience practically no loss. To this end, observe

that with our selective discard policy the loss probability for I frames will be less than

that when the clients have no bu�er and the tra�c in the P and B frames is equal to zero.
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For this conservative model, we can adapt the theory in [57] to construct a conservative

large{deviation approximation for the loss of I frames. Using this approximation, we only

admit a new connection if (1) the fraction of frame periods which have I{frame loss remains

less than some minute number, say, 10

�9

, and (2) the link utilization remains below, say,

95 %. This admission policy essentially guarantees no loss of I frames while simultaneously

ensuring a low probability of loss for the B and P frames.

We give now a brief outline of how the large{deviation approximation applies to our

scheme. First, for each video in the server we construct a modi�ed trace y

n

(j), j = 1; : : : ; J ,

with y

n

(j) = x

n

(j) if the nth frame is an I frame and y

n

(j) = 0 if the nth frame is either

a P or B frame. We then calculate the frame size distribution for the modi�ed trace:

�

j

(l) :=

1

N

N

X

n=1

1(y

n

(j) = l);

The logarithmic moment generating function of the aggregate amount of tra�c in a frame

for the modi�ed trace is:

�

Y

(s) := lnE[e

sY

];

where

Y =

J

X

j=1

Y (j)

and Y (j) is distributed according to �

j

(�). The probability that at least one I frame is lost

in an arbitrary frame period is approximated as

P

time

loss

(I) = P (\all I frames cannot be transmited in a frame period") (3.10)

�
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The admission control test is thus satis�ed if
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loss
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loss

for 16 KByte prefetch bu�er.

where � is some minute number such as 10

�9

.

Figure 3.8 shows the relationship between the P

time

loss

(the fraction of frame periods

during which loss occurs for I,P, or B frames) and P

time

loss

(I) (the conservative estimate for

the fraction of frame periods during which loss of an I frame occurs when using selective

discard). In this �gure with have used a 16 KByte prefetch bu�er at each of the clients.

The series of points was obtained by varying the link utilization. (For visual simplicity we

ignore the con�dence intervals for P

time

loss

and only report the mid{point in the �gure.) From

this curve we see, for example, that when P

time

loss

is 2�10

�5

then the fraction of frame periods

during which I frames are lost is 3 � 10

�8

. The values of P

time

loss

(I) reported in this �gure

come from the large{deviation approximation. This approximation is conservative, as it

assumes that the prefetch bu�ers are zero; the actual loss probability for I frames is much

less. In fact, for the last point (as well as the other points) on the graph, corresponding
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to P

time

loss

� 0:1 and 99.5% utilization, we observed absolutely no loss of I frames in the

simulation!

3.7.3 MPEG{2

The MPEG{2 standard is similar to MPEG{1 but includes extensions and re�nements

to cover a wider range of applications. While MPEG{1 was primarily introduced for

CD{ROM and has a typical bitrate of 1.5 Mbps, MPEG{2 is intended for the digital

transmission of broadcast TV quality video with bitrates between 4 and 9 Mbps.

The most important extension of MPEG{2 over MPEG{1 for our discussion is scalabil-

ity. Scalability o�ers the possibility to partition the video stream into two di�erent layers:

the base and enhancement layers. This allows for transmission with di�erent priorities.

The enhancement layer conveys re�ned image information at a lower priority. Transmitting

a basic quality image at the base layer with high priority ensures that a minimum quality

image can be decoded at the client. If both layers are received, a high quality image can

be displayed. If the low priority enhancement layer is lost, the client will at least be able

to display a basic quality image (provided the base layer is received intact).

Although there are four scalability modes we shall focus on SNR scalability as it o�ers a

exible way to partition the video data while keeping the encoder and decoder architecture

simple. The basic idea of SNR scalability is to �rst generate the base layer by quantizing

the DCT coe�cients of a frame with a coarse base quantization matrix. The di�erence

between the original DCT coe�cients and the DCT coe�cients reconstructed from the base

layer is quantized with a �ner quantization matrix and transmitted in the enhancement

layer. If the low priority enhancement layer is lost, the frame is decoded using only the

base layer.

An admission control policy for MPEG{2 video may proceed similar to the one outlined

for MPEG{1 video in subsection 3.7.2. Again, we conduct 2 tests:

1. The admission control test for a bu�erless link outlined under 3.7.2 with a very small

QoS parameter � such as 10

�9

. Consider only the base layer in this test.

2. Taking base and enhancement layer into account, check whether the average link

utilization is less than 0.95.
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The �rst test practically guarantees the delivery of the base{layer image.

3.8 Video Delivery to the Home

3.8.1 ADSL

In this section we discuss how JSQ prefetching ties into the Asymmetric Digital Subscriber

Line (ADSL) technology. First, we give a brief overview of the ADSL technology; for more

details see [18, 44]. ADSL exploits advances in digital signal processing to provide a

high speed downstream channel from the central o�ce to the home (up to 9 Mbps total

capacity) and a lower rate upstream channel (up to 640 kbps total capacity) over a single

twisted pair copper loop while leaving the POTS (Plain Old Telephone Service) una�ected.

The high speed downstream channel provides a switched point{to{point link for delivering

video from the central o�ce to the home. The lower rate upstream channel can be used

to control the downstream video stream; in particular, the upstream channel can be used

to convey the request for a video and VCR actions to the video server. The downstream

channel capacity provided by the ADSL technology, however, depends on the length of

the copper loop, wire gauge and interference. The maximum downstream rate of 9 Mbps

can be supported over approximately 3,000 meter of regular copper wire. As the wire

length increases to 6,000 meter the available downstream capacity drops to 1.5 Mbps due

to increased attenuation. The bandwidth requirements for VBR transmission of video can

readily be accommodated by ADSL for homes within 3,000 meter of the central o�ce since

the peakrate of VBR video is typically well below 9 Mbps.

Figure 3.9 shows the architecture of a VoD system utilizing ADSL. The video server

multiplexes the video streams onto an essentially bu�erless link. The videos may be trans-

ported in ATM cells or TCP/IP packets. The packet switch in the central o�ce forwards

the cells/packets to the appropriate output bu�er. The cells/packets are then transmitted

to the individual homes over the point{to{point ADSL operated copper lines. The ADSL

Forum is developing interface and protocol guidelines for three basic distribution protocols

[17] [72]:

1. The ADSL modem is con�gured for continuous bit{rate synchronous transmission;
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Figure 3.9: VoD architecture with ADSL

.

thus, the ADSL modem works as a bitpump.

2. The modem is con�gured for packet transport. The ADSL modem is con�gured for

Ethernet packets in this case.

3. The ADSL modem is con�gured for an ATM interface.

In this chapter we are focusing on packet or ATM cell based transmission. Hence, the

following transport modes are possible on the link joining the video server and the central

o�ce and on the ADSL link joining the central o�ce and the home:

1. ATM cells from server through switch to home

2. IP datagrams from server through switch. After switch datagrams are encapsulated

in Ethernet frames.
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3. ATM cells from server through switch. After switch, cells are converted to IP packets.

This last option has the advantage of using powerful ATM switching technology in the

central o�ce while allowing the user to have inexpensive Ethernet equipment.

3.8.2 Cable

In this section we discuss how the JSQ prefetching protocol for VoD proposed in this chap-

ter ties into the cable modem technology. First, we give a brief overview of the cable modem

technology; for more details see [37, 38, 49]. The coaxial cable was installed for broadcast

of one{way analog TV. Cable is a shared medium; many homes are attached to the same

coaxial cable. Medium access control for the downstream video tra�c is particularly simple

as there is only one sender, the headend. The upstream control tra�c, however, poses a

problem. Carrier sensing fails for cable plants with tree{and{branch structure, where only

the headend hears every source. Remedies for this problem are currently being developed

[37]. As of the writing of this chapter, there are no �xed standards that specify how up-

stream and downstream bandwidth are allocated to homes. Typically, the upstream tra�c

is transmitted in the 5{40 MHz range. The downstream bandwidth from 40 { 750 MHz

is split into 6 MHz channels for analog TV. Each of these channels yields approximately

25 Mbps when 64 Quadrature Amplitude Modulation (QAM) is employed and could thus

carry a couple of video streams.

Figure 3.10 shows a possible VoD architecture with cable. The video server is attached

directly to the cable headend as are multiple cable trunks. We assume in this architecture

that the link connecting the video server to the headend has in�nite bandwidth. The

bottleneck link is the cable trunk connecting the homes to the headend. Homes are attached

to cable trunks via cable modems. The request for a video is relayed from the viewers home

to the headend via the upstream channels. The headend forwards the request to the video

server. The video server immediately starts transmitting the video frames. The video

server runs the JSQ algorithm for each cable trunk. The switch in the headend forwards

the frames to the appropriate output queue. All the videos requested by viewers connected

to the same cable trunk are multiplexed onto the shared channel of capacity, say R bps.

Our JSQ prefetching protocol allows for the e�cient use of the valuable trunk bandwidth,
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Figure 3.10: VoD architecture for cable residential access

.

R. We achieve transmission with negligible losses and thus constant high video quality for

average trunk bandwidth utilizations of 95%.

3.9 Conclusion

Prerecorded video has two special properties: (1) for each video, the tra�c in each video

frame is known before the video session begins; (2) while the video is being played, some

of the video can be prefetched into the client memory. In this chapter we have shown

how these two properties can be exploited to achieve high performance when there is one

shared link between the server and the clients. We have also shown how selective discard

can enhance the performance when all of the video connections originate from the same

server. The results should be useful for designing VoD systems that connect servers to

residential broadband networks using cable or ADSL, or for VoD systems that connect

the server to its clients through a LAN. Our client{server scheme can be part of a larger

Internet solution to VoD, whereby the prerecorded videos are multicast to local servers at

o�{peak hours with the best e�ort service. In the next chapter we develop a variation of

the JSQ prefetch protocol that allows the server to be distributed and to be placed deeper

into the network.
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Chapter 4

Decentralized Prefetching

4.1 Overview

In this chapter we present high{performance decentralized prefetching protocols for the de-

livery of video on demand (VoD) from servers to clients across a packet{switched network.

The protocol assumes that the videos are variable{bit{rate (VBR) encoded. Not only does

this protocol give constant perceptual quality for high link utilizations, but it also allows for

immediate commencement of the video upon user request and near instantaneous response

to viewer interactions such as pause, resume and temporal jumps.

To achieve this high performance our protocol has two requirements. First, we require

that each client has a moderate amount of memory dedicated to the VoD application.

Second, we require that each client sends a positive acknowledgement back to its server for

each received video frame. The client could be a television with a set{top box capable of

performing bu�ering and decoding, or it could be a household PC.

We have demonstrated in the previous chapter that JSQ prefetching achieves nearly

100% link utilization, immediate commencement of playback and instantaneous response to

viewer interactions. JSQ prefetching, however, can only be applied when one centralized

server feeds many clients. In this chapter we introduce decentralized and collaborative

prefetching protocols that allow the video streams to emanate from multiple distributed

and decentralized servers.

Our decentralized prefetching protocols perform almost as well as as JSQ prefetching:
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they allows for nearly 100% link utilization, immediate commencement of playback and

instantaneous response to viewer interactions.

Our decentralized prefetching protocol employs window ow control; it is inspired by

the Transmission Control Protocol (TCP) [29, 2] widely used in the Internet. For simplicity,

assume that each server is responsible for exactly one connection. Admission control

ensures that all link utilizations do not exceed 95%. Our basic decentralized prefetching

protocol works roughly as follows. The server maintains a send window, limiting the

number of frames the server is allowed to send in a frame period. The send window is

increased by a small increment when all acknowledgments arrive in time. Due to admission

control and the VBR nature of the tra�c, there are periods of time during which the

network is underutilized. The send window grows larger than one during these periods,

allowing the server to prefetch future frames into the client memory. In times of network

congestion, frames are lost or delayed and the corresponding acknowledgements do not

arrive at the server before their timeouts. In this case, the send window is reduced to

throttle the server and alleviate the congestion. The reservoir of prefetched frames in

the client bu�er allows the client to continue playback during these periods of congestion.

Starvation at the client occurs only if the reserve of prefetched frames at the client is

completely depleted and the current frame is lost or delayed due to network congestion. We

simulate our protocol in the context of a simple network (see Figure 4.1). The simulations

are driven by frame size traces of MPEG 1 encoded videos from the public domain [64].

Our empirical work indicates that starvation at the client rarely occurs for average link

utilizations around 95% and small client bu�ers.

This chapter is organized as follows. In the following subsection we briey summarize

the JSQ protocol of Chapter 3 and review Optimal Smoothing. In Section 4.2 we describe

our VoD architecture. In Section 4.3 we introduce our decentralized prefetching protocol.

In Section 4.4 we introduce a number of re�nements of the decentralized prefetching proto-

col. In Section 4.5 we present simulation results for our decentralized prefetching protocol.

In Section 4.6 we extend our decentralized prefetching protocol to allow for priorities and

present numerical results for this modi�cation of the prefetching protocol. In Section 4.7

we discuss how our client{server protocol can be used with cable residential access. In

Section 4.8 we conclude and discuss future work.
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4.1.1 Review of Transmission Schemes for VBR Video on Demand

In this subsection we summarize, Join{the{Shortest{Queue (JSQ) Prefetching and review

Optimal Smoothing [66, 79, 61]. These two schemes will be used as benchmarks when

evaluating our decentralized prefetching protocol.

The JSQ prefetching protocol is suited for the e�cient transmission of VBR encoded

videos from a video server to a large number of clients with moderate memory. The protocol

allows for at most one shared link between the video server and the clients. The policy is

based on the observation that due to the VBR nature of the multiplexed tra�c there are

frequent periods of time during which the shared link's bandwidth is under utilized. During

these periods the server prefetches frames from any of the ongoing connections and sends

the prefetched frames to the bu�ers in the appropriate clients. The JSQ policy speci�es

how the server selects the prefetched frames. The server always selects the next frame from

the connection that has the smallest number of prefetched frames in its client's bu�er. The

JSQ prefetching protocol thus determines the transmission schedule of a connection on{

line, as a function of the bu�er contents at all of the clients. For this reason, JSQ is referred

to as a collaborative prefetching scheme.

Optimal Smoothing can be applied when transmitting stored video from a server to

a client with bu�ering capabilities across a network. Given a speci�c client bu�er size,

the optimal smoothing algorithm determines a \smooth" rate transmission schedule that

ensures that the client bu�er neither overows nor underows. The algorithm is optimal

in that it achieves the greatest possible reduction in rate variability. Optimal smoothing

is non{collaborative; the transmission schedule is computed before transmission begins

and thus does not take the other ongoing connections into account. Admission control for

the optimally smoothed trace can be based on the peak{rate of the smoothed trace; this

ensures lossless transmission. Another approach is to statistically multiplex the optimally

smoothed traces at an unbu�ered link and base admission control on a large deviation

estimate of the loss probability [57, 79]. We apply the latter approach when comparing

optimal smoothing with our decentralized prefetching protocol.
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Figure 4.1: Decentralized Video on Demand Architecture.

4.2 Architecture Description

Figure 4.1 illustrates our basic model for decentralized VoD

1

. The video servers contain

videos in mass storage. For notational simplicity, assume that each video consists of N

frames and has a frame rate of F frames/sec. The videos are VBR encoded using MPEG

1, MPEG 2 or some other video compression algorithm. Let J denote the number of video

connections in progress. We assume for the purpose of this study that each video server

feeds one client; thus there are J video servers feeding J clients. In explaining the client{

server interaction, we focus on a particular client{server pair. For simplicity, we assume for

the following discussion that each video frame is transmitted in one packet

2

. Let x

n

denote

the number of bits in the nth frame. Because the videos are prerecorded, the sequence

(x

1

; x

2

; : : : ; x

N

) is fully known before the transmission of the video. At the beginning of

each frame period, that is, every 1=F seconds, the server decides according to a prefetching

policy, outlined in the next section, which and how many frames to transmit. The server

sends the frames to the multiplexer bu�er. Frames that do not �t into the multiplexer

bu�er are lost. The multiplexer bu�er of size R=F bit is served at rate R bps. The maximal

delay incurred in the multiplexer is therefore 1=F seconds. For simplicity we assume that

the propagation and processing delays are negligible. The client instantaneously sends a

positive acknowledgment to the server for each frame received.

1

Although we discuss our protocol in the context of a single shared link, the protocol applies to arbitrary

networks with multiple shared links.

2

In our numerical work we assume the more realistic case of �xed size packets.
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With these delay assumptions, the server receives acknowledgments for all frames suc-

cessfully received by the client within one frame period. The server therefore knows whether

the frames sent in the previous frame period were received before deciding which frames

to send in the current frame period.

The multiplexer design just described uses a �nite bu�er of size R=F to ensure that the

multiplexer delay is � 1=F seconds. An alternative implementation with a larger bu�er

is as follows. The server timestamps each of the frames it sends. When a frame reaches

the front of the multiplexer bu�er, the multiplexer checks to see if the delay of the frame

is � 1=F . If the delay exceeds 1=F , the multiplexer discards the frame. The multiplexer

can also periodically check all the frames in the queue and purge those that have a delay

exceeding 1=F .

When a client requests a speci�c video, the network makes an admission control decision

by deciding whether or not to grant the request. The admission control policy is to accept

connections as long as the average link utilizations are � 95%. The average link utilization

is util = F

P

J

j=1

x

avg

(j)=R, where x

avg

(j) is the average frame size in bits of the jth

connection, which is calculated by averaging the corresponding sequence (x

1

; : : : ; x

N

). If

the network grants the request, a connection is established and the server immediately

begins to transmit the connection's frames into the network. The frames arriving at the

client are placed in the client's prefetch bu�er. The video is displayed on the user's monitor

as soon as a few frames have arrived at the client.

Under normal circumstances, every 1=F seconds the client removes a frame from its

bu�er, decompresses it, and displays it. If at one of these epochs there are no complete

frames in its prefetch bu�er, the client loses the current frame; the client will try to conceal

the loss by, for instance, redisplaying the previous frame. At the subsequent epoch the

client will attempt to display the next frame of the video.

4.3 Decentralized Prefetching Protocol

In this section we present our basic decentralized prefetching protocol that allows the

server to determine how many frames to send in each frame period. This protocol strives

to (1) make e�cient use of the bu�ers at the client and (2) avoid bandwidth \hogging"
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by a particular connection and thus give each connection a fair share of the bandwidth.

The protocol attempts to allow each client to build up a reservoir of prefetched frames.

Although our design allows for pause and temporal jumps, we will initially exclude these

interactive features. We will also initially assume that the client bu�ers are in�nite.

When discussing the server policy we again focus on a particular connection. We divide

time into slots of length 1=F . Let l denote the current slot; l is a local variable maintained

by the server. In the course of the transmission of a video with N frames, l runs from 1

through N . We do not assume any synchronization of time slots among the client{server

pairs.

Of central importance to our policy is the send window, denoted w

l

, which limits the

amount of tra�c the connection can transmit in slot l. Speci�cally, the server is allowed to

transmit bw

l

c frames during slot l. (We assume for simplicity that only complete frames

are transmitted.) A new connection starts with a send window of w

0

= 1. The send

window is increased by a small increment �w, say 0.1, at the beginning of each slot, i.e.

w

l

= w

l�1

+ �w. After computing the send window the server transmits bw

l

c frames; see

Figure 4.2. Note that w � 2 allows for prefetching of future frames. To keep track of the

number of prefetched frames in the client bu�er, let p

l

be the number of frames in the client

bu�er at the beginning of slot l. This variable is initialized to p

1

= 0. Let a

l

denote the

number of frames that are received and acknowledged by the client during slot l. Clearly,

0 � a

l

� bw

l

c; a

l

is equal to bw

l

c if all frames sent are received by the client. If frames are

lost we have a

l

< bw

l

c. Figure 4.2 illustrates the timing of the prefetching protocol. We

assume throughout that multiplexer bu�er overow is the only source of loss; the switch

and interconnecting links are assumed lossless. We also assume that acknowledgements are

never lost. Frame l is removed from the client bu�er at the end of slot l if the client bu�er

contains one or more frames. The server keeps track of p

l

through the following recursion:

p

l+1

= [p

l

+ a

l

� 1]

+

: (4:1)

Let s

l

denote the number of bits received and acknowledged by the the client during

slot l. Let b

l

be the number of bits in the client bu�er at the beginning of slot l; initially,

b

1

= 0. With the given de�nitions, the server keeps track of b

l

through the following
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Figure 4.2: Timing diagram of prefetching policy. Server j places bw

l

c frames in the mul-

tiplexer bu�er at the beginning of slot l. The acknowledgements for a

l

frames arrive from

the client by the end of slot l. The server processes the acknowledgments and puts bw

l+1

c

frames in the multiplexer bu�er at the beginning of slot l+1. There is no synchronization

of slots between any distinct servers j and k.

recursion:

b

l+1

= [b

l

+ s

l

� x

l

]

+

: (4:2)

If the server does not receive a positive acknowledgement for a frame sent at the beginning

of the previous slot within one frame period, it assumes that the frame is lost. If a

connection without any prefetched frames in the client bu�er (p

l

= 0) su�ers loss, the

client experiences starvation and may apply error concealment techniques to conceal the

loss of video information. If the client has some prefetched frames in its bu�er (p

l

> 0),

the server retransmits the lost frames. Whenever loss occurs, the server resets its send

window to w = 1. The loss of frames is indicative of acute link overload and by reducing

the send window we can throttle the server and thus alleviate the congestion. We refer

to the send window policy described in this section as the basic window policy. It can be

summarized as follows. A connection starts with a send window of one, that is, w

0

= 1.

The window is increased by a small increment �w (we use �w = 0.1) at the beginning of

each frame period. The number of frames a connection is allowed to send is limited by the

integral part of the send window. If loss occurs, the window is reset to one.
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4.4 Re�nements of the Decentralized Prefetching Protocol

4.4.1 Client Bu�er Constraint

We �rst introduce an important modi�cation of the decentralized prefetching protocol.

This modi�cation limits the number of bits an ongoing connection may have in its client

bu�er. This important re�nement is useful when the client has �nite bu�er capacity, B.

This re�nement works as follows. Suppose that the server is considering transmitting

frame k. It transmits this frame in the current slot only if the send window allows the

transmission of the frame and the client bu�er constraint

b

l

+ x

k

� B (4:3)

is satis�ed. Condition (4.3) ensures that the server does not overow the client bu�er.

4.4.2 Dynamic Send Window

We now introduce a re�nement of the send window policy. The idea behind this re�nement

is to increase the send window by a large increment when the client bu�er holds only a

small reserve of prefetched frames and throttle the server when the client bu�er contains

a large reserve of prefetched frames. To this end, we compute the window increment as a

function of the amount of prefetched data in the client bu�er:

�w

l

= �w

max

(1�

b

l

B

)

e

; �w

max

> 0; e > 0: (4.4)

Figure 4.3 illustrates this re�ned send window policy. When the client bu�er is empty at

the beginning of slot l, that is, when b

l

= 0, the send window is incremented by �w

max

.

When the client bu�er is full, that is, when b

l

= B, the send window is not increased at all.

We refer to this send window policy as the dynamic window policy. The dynamic window

policy can be summarized as follows. At the beginning of slot l, the server computes �w

l

according to (4.4), calculates the new send window, w

l

= w

l�1

+ �w

l

, and sends bw

l

c

frames. As with the basic window policy, a new connection starts with a send window of

w

0

= 1 and resets the window to w

l

= 1 if the acknowledgments do not arrive by the end

of slot l.
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Figure 4.3: Illustration of the dynamic window policy.

The parameters �w

max

and e are used to tune the policy. We provide a detailed

numerical study of the impact of these parameters on the performance of our decentralized

prefetching protocol in Section 4.5. In Section 4.5 we also identify the ranges of the

parameters that give good performance. We give here only a brief qualitative discussion

of these parameters. A large �w

max

gives large increments �w and thus allows the server

to send more frames. The parameter �w has to be large enough to allow for prefetching

of future frames. If �w

max

is too large, however, a few connections can \swamp" the

multiplexer and degrade the protocols' performance.

The parameter e can be set to give a connection with a nearly empty client bu�er an

increased chance of �lling its client bu�er. To see this, note that for e = 1, the window

increment decreases linearly as the client bu�er contents increase. For e > 1, connections

with fairly large bu�er contents are allowed substantially smaller increments (compared to

when e = 1), while a connection with small client bu�er contents has still a large window

increment. This gives a connection with a small reserve of prefetched frames a better

chance of �lling its client bu�er.
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4.4.3 Randomized Transmission

In this subsection we introduce a re�nement that helps to ensure fair bandwidth distribu-

tion among the ongoing connections. In the protocol described so far, the server transmits

the �rst bw

1

c frames of the video immediately after the request of the client has been

processed. Subsequent transmissions are scheduled l=F seconds, l = 1; : : : ; N�1, after the

initial transmission. The relative slot phases remain �xed for the entire duration of a video.

To see how this can lead to unfair bandwidth distribution consider the phase alignment

with t

j

� t

k

depicted in Figure 4.4. Suppose connections j and k are the only connec-

tions in progress. Now consider a scenario where connection j �lls the multiplexer bu�er

completely at the beginning of its slot l. Connection k is then able to �t Rt

k

bits into the

multiplexer bu�er at the beginning of its slot l. When connection j is up for transmission

again, at the beginning of its slot l+1, it can �t Rt

j

bits into the multiplexer bu�er. With

the depicted phase alignment (t

j

� t

k

), connection k has clearly a disadvantage since it

can transmit only Rt

k

bits in a frame period as long as connection j keeps on �lling the

multiplexer bu�er to capacity.

To avoid this unfair bandwidth distribution we introduce randomized transmission: The

server transmits the �rst bw

1

c frames of the video immediately after the request of the client

has been processed. The server draws a random phase �

l

; l = 1; : : : ; N � 1 from a uniform

distribution over [�1=2F; 1=2F ] in each frame period. The subsequent transmissions are

scheduled l=F + �

l

seconds, l = 1; : : : ; N � 1 after the initial transmission. With this

75



transmission rule, the slot phases are constantly reshu�ed. Unfair phase alignments can

therefore not persist for extented periods of time.

Note that with randomized transmission, two consecutive transmissions can be spaced

less than 1=F seconds apart. (In fact, two transmissions can be scheduled for the same time.

This happens when the server draws the random phases �

l

= 1=2F and �

l+1

= �1=2F .

Note, however, that we are ignoring processing delays.) Thus, even with a maximal delay

in the multiplexer of 1=F seconds and ignoring propagation and processing delays, the

acknowledgements may not arrive before the next transmission.

We propose two solutions for this problem. The �rst solution relies on the multiplexer

sending back an error message to the server when a frame does not �t into the multiplexer

bu�er. We note that the Source Quench Error Message de�ned in the Internet Control

Message Protocol (ICMP) [70, p.160] may be used for this purpose. The server assumes

that a frame is successfully received by the client if the multiplexer does not send an error

message. The client is not required to send acknowledgments when this approach is used.

We refer to this approach as multiplexer feedback.

An alternative solution is to randomly spread the transmissions not over the entire

frame period but instead over half the frame period by drawing the random phases �

l

from

a uniform distribution over [�1=2F; 0]. Setting the multiplexer bu�er to R=2F ensures

that the acknowledgements from the client are received before the next transmission is

scheduled. We refer to this approach as the client feedback approach. We note that by

spreading out the transmissions over a smaller interval and reducing the multiplexer bu�er

client feedback may degrade the performance of the decentralized prefetching protocol.

We provide a detailed numerical study of the impact of client feedback on the protocols

performance in Section 4.5.

4.5 Experimental Results

In this section we present the results of a simulation study of the decentralized prefetching

protocol. The study is based on MPEG 1 encodings of the four movies in Table 3.1. As

in Chapter 3 we assume in our numerical work that the video frames are transported in

packets consisting of 512 bytes of payload and 40 bytes of overhead. We �x the link rate
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at R = 45 Mbps; the corresponding multiplexer bu�er holds 234,375 bytes (= R=F ). We

de�ne the link utilization as the sum of the mean bit rates of all ongoing connections

divided by R. In our experiments we use a mix of the the four movies that achieves

95% link utilization. Speci�cally, we use 55 lambs connections, 17 bond connections, 37

terminator connections, and 23 mr.bean connections.

In each realization of our simulation, we generate a random starting frame �(j) for

each of the J ongoing connections. The value �(j) is the frame that is removed from

the jth client bu�er at the end of slot 1. The �(j)'s are independent and uniformly

distributed over [1; N ]. All connections start with empty client bu�ers at the beginning

of slot 1. When the Nth frame of a video is removed from a client bu�er, we assume

that the corresponding user immediately requests to see the entire movie again. Thus,

there are always J connections in progress. For each replication of the simulation we

also draw random (non{synchronized) slot phases t(j) for each of the J connections. The

t(j)'s are independent and are drawn from a uniform distribution over [0; 1=F ]. The t(j)'s

determine the relative starting times of the slots for the J connections. Note that the

frames of connection j scheduled for transmission in slot l are placed in the multiplexer

bu�er at the beginning of the slot (see Figure 4.2), that is, server j puts its tra�c into

the queue at instants t(j) + (l � 1)=F; l = 1; : : : ; N (t(j) + (l� 1)=F + �

l�1

; l = 1; : : : ; N

with randomized transmission). In all our simulations we assume that all clients have the

same bu�ering capacity, B. We allow a warm{up time of 40,000 frame periods for each

replication before counting frame periods with starvation. We run each simulation until

the 90% con�dence interval is less than 10% of the estimated loss probability. We de�ne

the loss probability as the long run fraction of frame periods for which at least one client

experiences starvation.

In Figures 4.5, 4.6 and 4.7 we show typical plots of the client bu�er contents, b

l

, the

window increment, �w

l

, and the send window, w

l

, versus slot time, l, for four arbitrarily

chosen connections. Figure 4.8 gives the number of frames that are successfully placed

in the multiplexer bu�er by each of the four connections. For this simulation run we

have set the client bu�er capacity to B = 1 MBit. We employ the dynamic window policy

without randomized transmission with �w

max

= 5 and e = 2. The plots illustrate how the

client bu�er contents control the window increment. The left part of Figure 4.5 shows that
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Figure 4.8: Number of frames successfully placed in the multiplexer bu�er versus slot time.
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the client bu�er of connection 2 is drained. This is due to a high action scene in the video.

We see from Figure 4.6 that the window increment of connection 2 increases as the client

bu�er is depleted. By the end of time slot 41,274 the client bu�er is empty and the window

increment has risen to �w

max

= 5. This allows connection 2 to transmit very aggressively.

We observe from Figure 4.7 that the send window becomes as large as 17.9 in time slot

41,363. Figure 4.8 shows that the �rst 14 frames of the 17 frames sent in time slot 41,363

can be accommodated by the multiplexer bu�er. The remaining 3 frames are lost. The send

window is therefore reset to w

41;363

= 1 at the end of slot 41,363. At the beginning of slot

41,364 the new send window is computed as w

41;364

= w

41;363

+�w

41;364

= 1 + 2:9 = 3:9,

allowing connection 2 to send 3 frames. We see from Figure 4.8 that all 3 frames �t into

the multiplexer bu�er and the send window increases to w

41;365

= 3:9 + 3:1 = 7:0 in slot

41,365. The right part of Figure 4.5 shows that the large send windows enable connection 2

to �ll its client bu�er again. By time slot 41380 the client bu�er is �lled to 90% of its

capacity.

We now espouse the problem of �nding the values of the dynamic window parameters

�w

max

and e that optimize the performance of the decentralized prefetching protocol.

Toward this end we �rst focus on the impact of the parameter �w

max

. In Figure 4.9 we

arbitrarily set e = 2 and plot the loss probability as a function of �w

max

for the dynamic

window policy without and with randomized transmission. For this plot we have set the

client bu�er capacity to B = 128 KByte. (We are currently working on similar plots for

other client bu�er capacities.) The �gure seems to indicate that the dynamic window

policy works well for a wide range of �w

max

values. Any �w

max

between 2 and 11 seems

to work well for the dynamic window policy without randomized transmission while any

value between 2 and 8 gives good performance when randomized transmission is employed.

Throughout the rest of this chapter we use the �w

max

values that attain the minima

in Figure 4.9; �w

max

= 5 for the dynamic window policy without and with randomized

transmission.

We also observe from Figure 4.9 that the loss probability grows larger for small and very

large �w

max

values. The server can not prefetch a su�cient number of frames when �w

max

is too small (<2) and starvation at the client is therefore more likely. When �w

max

is too

large (>11 without randomized transmission, > 8 with randomized transmission) a few
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Figure 4.9: Loss probability as a function of �w

max

for the dynamic window policy without

and with randomized transmission; e = 2 �xed.

connections can \swamp" the multiplexer bu�er preventing the other ongoing connections

from maintaining a full client bu�er.

We next study the impact of the parameter e on the performance of the dynamic

window policy. In Figure 4.10 we plot the loss probability as a function of the parameter e

for the dynamic window policy without randomized transmission. (The plot for randomized

transmission is omitted as it is very similar and leads to exactly the same conclusions.)

For this experiment we use �w

max

= 5 and 128 KByte of client bu�er. The parameter

e appears to have signi�cant impact on the performance of the dynamic window policy.

The minimum of the loss probability, which is attained for e = 6, is about half the loss

probability for e = 3 or e = 4. We use e = 6 throughout the remainder of this chapter.

Connections with empty client bu�ers are allotted signi�cantly larger window incre-

ments than connections with full bu�ers as e gets larger (see Figure 4.3). This gives

connections with empty bu�ers an increased chance of �tting their frames into the mul-

tiplexer bu�er as connections with full bu�ers are throttled. This e�ect is reected in

Figure 4.10. When e is small connections with empty client bu�ers are allotted large
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randomized transmission; �w
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= 5 �xed.

window increments, but the window increments of connections with full bu�ers are also

relatively large. The frames of connections with empty bu�ers therefore have to compete

with frames of connections with full bu�ers for bandwidth. It is hence quite likely that

frames of connections with empty bu�ers are lost at the multiplexer, leading to starvation

at the client. For large e, the window increments of connections with full bu�ers are minute

compared to the window increments of connections with empty bu�ers. The connections

with full bu�ers are thus throttled and the connections with empty bu�ers have an in-

creased chance of getting their frames through to the client. When e is too large (� 7) the

dynamic window policy gives connections with a few prefetched frames an extremely small

window increment and the send window hardly grows to 2 or beyond. This prevents the

clients from prefetching more frames. The clients are thus able to build up only a small

reserve of prefetched frames and starvation is therefore more likely.

Figure 4.11 shows the performance of our basic decentralized prefetching protocol, and

its various re�nements. We plot the loss probability as a function of the client bu�er size

for 95% link utilization. For the basic window policy we use a �xed window increment
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Figure 4.11: Loss probability as a function of client bu�er size for the basic decentralized

prefetching protocol and its re�nements.

of �w = 0:1. The parameters of the dynamic window policy are set to �w

max

= 5 and

e = 6. The �gure shows that the basic window policy has unacceptably high losses. The

loss probability is about 8 � 10

�3

for 1 MByte of client bu�er. We also see that the

dynamic window policy brings signi�cant improvement over the basic window policy. The

loss probability for the dynamic window policy is almost one order of magnitude smaller.

Adding randomized transmission further reduces the loss probability signi�cantly. The loss

probability for the dynamic window policy with randomized transmission for 1 MByte of

client bu�er is about 1:5� 10

�5

. We employ multiplexer feedback here.

Our experiments showed that the loss probability for decentralized prefetching with the

dynamic window policy and randomized transmission does not drop below 10

�5

even for

very large bu�ers (> 1Mbyte). We observed that with very large client bu�ers, losses occur

almost exclusively right at the beginning of the movie when the client has no prefetched
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frames. We are therefore motivated to introduce a short start{up latency allowing the client

to prefetch for a couple of frame periods without removing and displaying frames. We found

that a very short start{up latency of just 2 frame periods brings dramatic improvements in

performance. With a start{up latency of 2 frame periods the client prefetches during the

�rst and second time slot without removing frames; the �rst frame is removed and displayed

at the end of the third slot. The loss probability with 2 frames start{up latency is 2�10

�7

for 1 MByte of client bu�er; almost two orders of magnitude lower that without start{up

latency. For client bu�ers smaller that half a MByte, however, the start{up latency does

not reduce the loss probability.

This can be explained by the two typical loss scenarios that we observed in our exper-

iments. One loss scenario is due to high action scenes in the movies. With moderately

sized client bu�ers (� 500 KByte), a high action scene which requires large frames is likely

to drain the client bu�er completely and lead to subsequent losses. For large client bu�ers

(> 500 KByte), it is highly unlikely that a high action scene drains the bu�er completely.

Losses due to a high action scene are therefore extremely rare.

The other loss scenario occurs at the start of a movie. When a movie starts, loss occurs

when due to an unfair phase alignment none of the �rst bw

1

c frames of the movie get

through to the client. Since we are drawing a new random phase in each slot, it is unlikely

that this unfair phase alignment persists for the next slot. By allowing a new connection

a short start{up latency of only 2 frames we can therefore avoid most of the initial losses.

In Figure 4.12 we study the two feedback schemes described in Section 4.4.3. Recall

from Section 4.4.3 that in order to provide the server with timely feedback when randomized

transmission is employed we may either use multiplexer feedback or client feedback. With

multiplexer feedback the multiplexer alerts the server whenever one of its packets does

not �t into the multiplexer bu�er. Multiplexer feedback allows the server to spread out

the transmissions randomly over the entire frame period. Client feedback relies on the

client sending an acknowledgement for each received packet to the server. In order to

ensure that the acknowledgements arrive before the next transmission is scheduled the

transmissions can be spread out over only half of the frame period and the multiplexer

bu�er size is restricted to R=2F (the delay in the multiplexer is then at most half a frame

period). The �gure gives the loss probability as a function of the client bu�er size for 95%
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Figure 4.12: Loss probability as a function of client bu�er size for randomized transmission

with multiplexer feedback and client feedback.

link utilization. We employ the dynamic window policy with randomized transmission

and allow for a 2 frame start{up latency. The curve for multiplexer feedback already

appeared in Figure 4.11. The �gure shows that client feedback performs slightly worse

that multiplexer feedback. The loss probability for client feedback is about half an order

of magnitude larger. This can be explained by noting that the transmissions are spread

out over a smaller interval and the multiplexer bu�er is smaller for client feedback. It is

therefore more likely that a frame does not �t into the multiplexer bu�er. This in turn

leads to an increased probability of starvation at the client.

In Figure 4.13 we compare our decentralized prefetching protocols with Join{the{

Shortest{Queue (JSQ) Prefetching [58] and Optimal Smoothing [66, 79, 61]. The plot

gives the loss probability as a function of the client bu�er size for 95% link utilization.

The optimal smoothing curves are obtained by applying the optimal smoothing algorithm

[66, 79, 61] to the traces used for the simulation of the prefetch policy. We then compute

the loss probability for statistically multiplexing the smoothed traces on a bu�erless 45

Mbps link with the Large Deviation approximation [57, 79]. We do this for two versions
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Figure 4.13: Loss probability as a function of client bu�er size for optimal smoothing,

decentralized prefetching and JSQ prefetching.

of optimal smoothing: no initiation delay and a 10 frame initiation delay [67, 79, 11].

The decentralized prefetching results are for the dynamic window policy with randomized

transmission, multiplexer feedback and 2 frames start{up latency. The JSQ prefetching

results are from [58]. Decentralized prefetching clearly outperforms optimal smoothing,

both without and with start{up latency. The loss probability for decentralized prefetching

is over one order of magnitude smaller than the loss probability for optimal smoothing

with start{up latency. The gap widens to over two orders of magnitude for 1 MByte of

client bu�er. The performance of the decentralized prefetching protocol, however, does

not come close to the remarkable JSQ performance. In the next section we study the gain

in performance that can be achieved by adding priorities to the decentralized prefetching

protocol.
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4.6 Prefetching with Priorities

We now attempt to improve the performance of decentralized prefetching by having the

sever mark certain frames as priority frames. Frames are sent as low priority when the

client has one or more prefetched frames in its bu�er, that is, when p

l

> 0. Frames are

sent as high priority when there are no prefetched frames in the client bu�er, that is, when

p

l

= 0.

We assume in this study that the multiplexer implements a non{preemptive priority

policy which works as follows. A high priority frame entering the queue never interrupts

the transmission of the frame currently in service, irrespective of its priority. The new high

priority frame is placed behind any high priority frames already in the queue and ahead of

all low priority frames. If the multiplexer is implemented with the �nite bu�er of size R=F ,

low priority frames are removed if necessary from the queue in order to accommodate high

priority frames. A high priority frame, however, never pushes another high priority frame

out of the queue. Low priority frames are always added at the end of the queue, provided

there is space. The multiplexer with �nite bu�er size R=F furthermore timestamps every

low priority frame entering the queue. It periodically checks the low priority frames in the

queue and removes frames that have been in the queue for more than 1=F seconds. This

prevents low priority frames from getting stuck in the back of the queue while high priority

frames are served for extended periods of time.

With this priority policy, a high priority frame is lost if and only if the queue is �lled

up to capacity with other high priority frames. Note that the client su�ers starvation when

a high priority frame is lost. This is because a frame is sent as high priority if and only if

the client has no prefetched frames in its bu�er (p

l

= 0) and needs the high priority frame

by the end of the slot in order to ensure continuous playback. When a low priority frame

is dropped in order to accommodate a high priority frame the server does not receive an

acknowledgement, times out and retransmits the frame. Starvation at the client occurs

only if the dropped frame has to be retransmitted as high priority (because the client has

exhausted its reserve of prefetched frames) and the high priority frame does not �t into

the queue.

The preceding discussion applies if the multiplexer is implemented with a �nite bu�er of
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Figure 4.14: Loss probability as a function of client bu�er size for 95% link utilization.

capacity R=F . If the multiplexer is implemented with a larger bu�er, all frames entering

the queue are timestamped, irrespective of their priority. The multiplexer periodically

checks the frames in the queue and drops those with a delay exceeding 1=F seconds.

4.6.1 Experimental Results

In Figure 4.14 we plot the loss probability as a function of the client bu�er size for 95% link

utilization. The solid line gives the performance of the decentralized prefetching protocol

with priorities; we apply the basic send window policy here. (We are currently working

on combining priorities with the dynamic window policy and randomized transmission.)

We observe that the decentralized prefetching protocol with priorities clearly outperforms

optimal smoothing. For 512 KByte client bu�er the loss probability for the decentralized

prefetching protocol with priorities is about 3 orders of magnitude smaller than the loss

88



cable modem

video server 

video server 

shared

shared

Head End

bandwidth R

bandwidth R

Figure 4.15: Decentralized VoD architecture for cable residential access

.

probability for statistically multiplexing the optimally smoothed traces. JSQ prefetch-

ing still performs better than decentralized prefetching, but the addition of priorities has

narrowed the gap to about one order of magnitude.

It can be argued that the average rate in bits/sec of the traces driving the simulation

(see Table 3.1) is lower than what we would expect for digital compressed video (e.g.,

MPEG{2 video). We expect VoD systems in the future to provide MPEG{2 encoded

video with an order of magnitude larger average rates. We also expect that the server

transmission rate and client bu�er grow proportionally. In this scaling, the number of

videos that can be multiplexed will be approximately constant, and only 5{10 MByte of

client bu�er is required to give negligible loss.

4.7 Decentralized Prefetching and Residential Broadband

Access

In this section we discuss how the decentralized prefetching protocol for VoD proposed in

this chapter ties into the cable modem technology. Figure 4.15 shows a possible decen-

tralized VoD architecture with cable. Multiple video servers attach directly to the cable
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headend as do multiple cable trunks. Homes are attached to cable trunks via cable modems.

The video servers could be owned by one video service provider or by multiple competing

service providers (all of whom run their applications over our decentralized prefetching

protocol). The request for a video is relayed from the viewers home to the headend via the

upstream channels. The headend, acting as an Ethernet switch, ATM switch, or router,

forwards the request to the appropriate video server. The video server immediately starts

transmitting the video frames. The switch in the headend forwards the frames to the ap-

propriate output queue. All the videos requested by viewers connected to the same cable

trunk are multiplexed onto the shared channel of capacity, say R bps. Our decentralized

prefetching protocol allows for the e�cient use of the valuable trunk bandwidth, R. We

achieve transmission with negligible losses and thus constant high video quality for average

trunk bandwidth utilizations of 95%.

4.8 Conclusion

Prerecorded video has two special properties: (1) for each video, the tra�c in each video

frame is known before the video session begins; (2) while the video is being played, some

of the video can be prefetched into the client memory. In this chapter we have shown how

these two properties can be exploited to achieve high performance when servers transmit

VBR video across a packet{switched network to clients. Our simulation results indicate

that our decentralized prefetching protocols give good performance, better than that of

other decentralized prefetching protocols in the existing literature. Even though the server

has to decide on a transmission schedule without any direct knowledge of the state of

the other ongoing connections, our decentralized prefetching protocol with priorities does

almost as well as JSQ prefetching.
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Chapter 5

Bu�ered Multiplexers with

Regulated Tra�c

5.1 Overview

In this chapter we consider a �nite{bu�er packet multiplexer to which tra�c arrives from

several independent sources. For the multiplexer to provide quality of service (QoS) guar-

antees, such as limits on packet loss probabilities, it must have some knowledge about the

tra�c characteristics of the sources. Because the reliability of statistical models of tra�c is

questionable for many source types, in recent years there have been several studies on the

performance of packet{switched nodes that multiplex regulated tra�c, e.g., tra�c which

conforms to known constraints imposed by leaky buckets. These studies suppose that the

tra�c from the sources is adversarial to the extent permitted by the regulators [6] [3] [75]

[32] [23] [14] [42] [36] [51] [63] [50]. Some of these studies assume that the multiplexer

provides deterministic QoS guarantees (e.g., no packet loss) whereas others assume that

multiplexer provides the less stringent probabilistic QoS guarantees (e.g., a limit on packet

loss probability).

In a recent paper, LoPresti et al. [42] examine a packet{switched node with regulated

tra�c. Motivated by earlier work of Elwalid et al. [14], LoPresti et al. consider both

deterministic QoS guarantees and probabilistic QoS guarantees. They assume that each

source is regulated by a simple regulator, namely, a regulator that consists of a peak{rate
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controller in series with a leaky bucket. For deterministic QoS, LoPresti et al. show that if

the multiplexer has su�cient link bandwidth and bu�er capacity to provide lossless multi-

plexing, then the multiplexer's bu�er and bandwidth can be allocated among the sources

so that the resulting segregated systems are lossless. For probabilistic QoS, they develop a

new approach to estimate the loss probability. Speci�cally, they transform the two{resource

(bandwidth and bu�er) allocation problem into two independent single{resource allocation

problems; they then analyze these simpler, independent resource problems, taking on{o�

periodic sources for their adversarial sources.

Although the simple regulator is a popular policing mechanism within several stan-

dards bodies, it has been observed that it can often be a poor characterization of a source's

worst{case tra�c. A tighter and more powerful characterization is given by a more general

regulator consisting of a cascade of multiple leaky buckets [75] [23]. For example, when the

sources are VBR video sources, it is often possible to admit signi�cantly more connections

by replacing the simple regulator with cascaded{leaky{bucket regulators [75]. It is there-

fore desirable to extend the important work of [42] and [14] to the case of more general

regulators.

In this chapter we reexamine the model of [42] in the context of generalized regulators,

which are even more general than cascaded leaky buckets. We �rst reexamine the lossless

multiplexer of LoPresti et al., and extend their lossless results to generalized regulators.

Using elementary tools from calculus, we show that if the original multiplexer is lossless,

then it is possible to allocate bandwidth and bu�er to the sources so that the resulting

segregated systems are also lossless. We determine the optimal resource allocations and

show that the bu�er{bandwidth tradeo� curve is convex for generalized regulators. We

also show that the segregation result does not necessarily hold for the delay{based QoS

metric, even when the regulators are the simple regulators.

We then examine the multiplexer for probabilistic loss guarantees. We use our results

for lossless multiplexing to estimate the loss probability of the multiplexer. As in [42], our

estimate involves the following three steps: (i) choose a point on the bu�er{bandwidth

tradeo� curve and transform the original system into two independent resource systems;

(ii) use adversarial sources for the two independent resources to obtain a bound on the loss

probabilities for the transformed system; (iii) minimize the bound by searching over all
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points on the bu�er{bandwidth tradeo� curve. Our principle contribution for probabilistic

loss guarantees is an explicit characterization of the adversarial source for the transformed

problem in Step (ii). Importantly, the most adversarial source is not a periodic on{o�

source for the transformed problem consisting of two independent resources. In fact, even

in the case of simple regulated sources as studied in [42], the most adversarial source is

not a periodic on{o� source. Thus, in addition to generalizing the theory in [42] to the

case of general regulated sources, we provide the true adversarial source for the case of the

simple regulator. We also provide an algorithm to calculate the estimate of loss probability,

assuming the truly adversarial sources.

We mention here that in [14] the original multiplexor problem is transformed into a

bu�erless multiplexer problem, and then the loss probability is bounded with the Cherno�

bound. In this case, the worst{case adversarial sources are indeed on{o� periodic sources.

But when the original problem is transformed into a problem consisting of two independent

resources, one bu�erless resource and one bu�ered resource, the worst{case sources are no

longer on{o� periodic sources, even for simple regulators.

This chapter is organized as follows. In Section 5.2 we de�ne the model and the gener-

alized regulators. In Sectin 5.3 we address lossless multiplexing. In Section 5.4 we address

lossy multiplexing. In Section 5.5 we provide numerical results for lossy multiplexing of

simple regulators, i.e., regulators consisting of a peak rate controller in series with a leaky

bucket.

5.2 Regulated Tra�c

We consider a link of rate C which is preceded by a �nite bu�er. Let J be the number of

sources that send tra�c to the bu�er, and let j = 1; : : : ; J index the sources. Each source

j has an associated regulator function, denoted by E

j

(t), t � 0. The regulator function

constrains the amount of tra�c that the jth source can send over an time interval of length

t to E

j

(t). More explicitly, if A

j

(t) is the amount of tra�c that the jth source sends to the

bu�er over the interval [0; t], then A

j

(�) is required to satisfy

A

j

(t+ �)�A

j

(�) � E

j

(t) for all � � 0; t � 0:
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Figure 5.1: Link of capacity C, bu�er of capacity B, and J regulators.

Figure 5.2 illustrates a multiplexer consisting of a link of rate C, a bu�er of capacity B,

and J sources with regulated tra�c functions, E

j

(t), j = 1; : : : ; J .

A popular regulator is the simple regulator, which consists of a peak{rate controller

in series with a leaky bucket; for the simple regulator, the regulator function takes the

following form:

E

j

(t) = minf�

1

j

t ; �

2

j

+ �

2

j

tg:

For a given source type, the bound on the tra�c provided by the simple regulator may

be loose and lead to overly conservative admission control decisions. For many source

types (e.g., for VBR video [75]), it is possible to get a tighter bound on the tra�c and

dramatically increase the admission region. In particular, regulator functions of the form

E

j

(t) = minf�

1

j

t; �

2

j

+ �

2

j

t; : : : ; �

L

j

j

+ �

L

j

j

tg

are easily implemented with cascaded leaky buckets and can lead to improved admission

regions (see [75]).

In this chapter we shall consider extremely general regulator functions, which include

as special cases the forms mentioned above. To avoid certain trivialities, however, we shall
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always assume that E

j

(0) = 0, E

j

(t) is non{decreasing in t, and that E

j

(t) is subadditive

in t (i.e., E

j

(t

1

+ t

2

) � E

j

(t

1

) + E

j

(t

2

) for all t

1

and t

2

). Also, unless explicitly mentioned

otherwise, we shall assume that each E

j

(t) is concave in t. Let

E(t) =

J

X

j=1

E

j

(t)

be the aggregate regulator function. Due to the concavity of the E

j

(t)'s, the aggregate

regulator function E(t) is also concave.

Before preceding with our analysis of the lossless systems, it is convenient at this point

to introduce some notation and state a few technical facts. Let E

+

j

(t) denote the right

derivative for E

j

(t) and E

�

j

(t) denote the left derivative for E

j

(t). Let E

0

j

(t) denote the

derivative of E

j

(t) whenever the derivative exists at t. Similarly de�ne E

+

(t), E

�

(t) and

E

0

(t). We will make use of the following fact: If E(t) is di�erentiable at t

�

, then all of the

E

j

(t)'s are di�erentiable at t

�

(due to the concavity of the E

j

(t)'s).

5.3 Guaranteed Lossless Service and Optimal Segregation

It is well known [6] that the amount of tra�c in the bu�er does not exceed B

min

, where

B

min

= max

t�0

fE(t)� Ctg : (5:1)

(To avoid trivialities we assume that the maximum is attained in (5.1).) Furthermore,

due to subadditivity, it is possible to de�ne tra�c functions A

j

(t), j = 1; : : : ; J , such that

the bu�er contents will attain B

min

. Thus the minimum bu�er size that will guarantee

lossless operation is B

min

. Throughout the remainder of this section we assume that the

multiplexer is lossless, i.e., we assume that the multiplexer bu�er B satis�es B � B

min

.

It will be useful to write (5.1) in a more convenient form. If E(t) is di�erentiable then

from (5.1) we have

B

min

= E(t

max

)� Ct

max

; (5:2)

where t

max

is any solution to E

0

(t) = C. More generally, there exists a t

max

such that

E

+

(t

max

) � C � E

�

(t

max

) ; (5:3)
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and any t

max

which satis�es (5.3) also satis�es (5.2). Throughout the remainder of this

section, �x a t

max

that satis�es (5.3) (and therefore (5.2) as well).

We now address the following question: Is it possible to allocate bandwidth and bu�er

to the J sources so that each of the resulting segregated systems is also lossless? We shall

see that the answer to this question is yes, but depends critically on the concavity of the

E

j

(t)'s.

To address this issue, consider a new system which consists of a link of rate c preceded

by a �nite bu�er. Suppose only the tra�c from source j is sent to this system. The

minimum bu�er size that will ensure lossless operation is

B

min

(j; c) = max

t�0

fE

j

(t)� ctg : (5:4)

We say that a collection of J positive numbers c

1

; : : : ; c

J

is a bandwidth allocation if c

1

+

� � �+ c

J

= C. For a given bandwidth allocation, we create J segregated systems, with the

jth segregated system having link rate c

j

and receiving tra�c only from source j.

Theorem 1 1. For all allocations B

min

�

P

J

j=1

B

min

(j; c

j

).

2. If one or more of the E

j

(t)'s is not concave then we may have B

min

<

P

J

j=1

B

min

(j; c

j

)

for all allocations c

1

; : : : ; c

J

.

3. If each E

j

(t) is concave then B

min

=

P

J

j=1

B

min

(j; c

�

j

) where c

�

j

= E

0

j

(t

max

) if E(t) is

di�erentiable at t = t

max

and where

c

�

j

= E

+

j

(t

max

) + �[E

�

j

(t

max

)� E

+

j

(t

max

)]

with

� =

C � E

+

(t

max

)

E

�

(t

max

)� E

+

(t

max

)

if E(t) is non{di�erentiable at t = t

max

.

Proof. The proof of the �rst claim follows from (5.1) and (5.4):

B

min

= max

t�0

fE(t)� Ctg = max

t�0

J

X

j=1

fE

j

(t)� c

j

tg

�

J

X

j=1

max

t�0

fE

j

(t)� c

j

tg =

J

X

j=1

B

min

(j; c

j

)
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For the second claim, we o�er the following counterexample with J = 2, C = 1. The

envelope function for the �rst source is:

E

1

(t) =

8

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

:

t if 0 � t � 1

1 if 1 � t � 3

1 + (t� 3) if 3 � t � 4

2 if t � 4 :

The envelope function for the second source is:

E

2

(t) =

8

>

<

>

:

2t if 0 � t � 2

4 if t � 2 :

It is easily seen that B

min

= 3 whereas B

min

(1; c

1

) +B

min

(2; c

2

) � 10=3 for all allocations.

Note that both E

1

(t) and E

2

(t) are non{decreasing and sub{additive. However, E

1

(t) is

not concave.

For the third claim, we �rst show that c

�

1

; : : : ; c

�

J

is a feasible allocation. Suppose that

E(t) is di�erentiable at t

max

. Due to the concavity assumption, this implies that each of

the E

j

(t)'s is di�erentiable at t

max

. Thus

J

X

j=1

c

�

j

=

J

X

j=1

E

0

j

(t

max

)

= E

0

(t

max

) = C :

If E(t) is not di�erentiable at t = t

max

, then it is easy to show directly from the de�nition

of the c

�

j

's that c

�

1

+ � � �+ c

�

J

= C. It remains to show that B

min

=

P

J

j=1

B

min

(j; c

�

j

). For a

�xed transmission rate c, the concavity of the E

j

(t)'s and (5.4) imply

B

min

(j; c) = E

j

(t

�

)� ct

�

;

where t

�

is any t that satis�es

E

+

j

(t) � c � E

�

j

(t) : (5:5)

By the de�nition of c

�

j

,

E

+

j

(t

max

) � c

�

j

� E

�

j

(t

max

) :

Thus, t

max

is a t that satis�es (5.5) for c = c

�

j

. Therefore,

B

min

(j; c

�

j

) = E

j

(t

max

)� c

�

j

t

max

;

97



which in turn implies

J

X

j=1

B

min

(j; c

�

j

) =

J

X

j=1

[E

j

(t

max

)� c

�

j

t

max

]

= E(t

max

)� Ct

max

= B

min

:

From Theorem 1 we know that it is possible to allocate bandwidth and bu�er so that

the resulting segregated systems are lossless, provided that the regulator functions are

concave. This result generalizes a result in [42], in which all regulators were assumed to

be simple regulators. This result also provides a motivation for the approach we take in

Section 5.4 when we study probabilistic QoS.

Theorem 1 also gives fairly explicit formulas for these optimal allocations. In the

following subsection we outline an e�cient algorithm for calculating the allocations.

5.3.1 Algorithm to Calculate Allocations

In this subsection suppose that each of the regulator functions takes the form of cascaded

leaky buckets:

E

j

(t) = minf�

1

j

t; �

2

j

+ �

2

j

t; : : : ; �

L

j

j

+ �

L

j

j

tg :

Without loss of generality we may assume that

0 = �

1

j

< �

2

j

< � � � < �

L

j

j

(5:6)

and

�

1

j

> �

2

j

> � � �> �

L

j

j

: (5:7)

Let

T

l

j

=

�

l+1

j

� �

l

j

�

l

j

� �

l+1

j

; l = 1; 2; : : : ; L

j

� 1 :

In order to avoid trivialities we assume that

T

1

j

< T

2

j

< � � � < T

L

j

�1

j

: (5.8)

With these assumptions, T

1

j

< T

2

j

< � � � < T

L

j

�1

j

are the breakpoints of E

j

(t).

Here is an e�cient algorithm for determining the optimal allocations c

�

1

; : : : ; c

�

J

de�ned

in Theorem 1. First sort T

l

j

, l = 1; : : : ; L

j

, j = 1; : : : ; J , in increasing order. Number
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them as T

1

; T

2

; : : : ; T

L

. These points are the break points of E(t). Let k be the maximum

l such that E

�

(T

l

) � C. Note that to calculate E

�

(T

l

) it su�ces to calculate E

�

j

(T

l

) for

j = 1; : : : ; J ; and to calculate E

�

j

(T

l

), we can determine the l

j

such that T

l

j

j

� T

l

< T

l

j

+1

j

and then set E

�

j

(T

l

) = �

l

j

+1

j

if T

l

j

j

< T

l

and set E

�

j

(T

l

) = �

l

j

j

if T

l

j

j

= T

l

.

The t

max

in Theorem 1 is T

k

. Once having determined k, �nd k

j

such that T

k

j

j

� T

k

<

T

k

j

+1

j

and set c

�

j

= �

k

j

+1

j

if T

k

j

j

< T

k

or set c

�

j

= �

k

j

j

+ �(�

k

j

+1

j

� �

k

j

j

) if T

k

j

j

= T

k

, where �

is de�ned in Theorem 1 and can also be determined directly from the �

l

j

's.

5.3.2 The Bu�er{Bandwidth Tradeo� Curve

For a given link rate C let B

min

(C) be the maximum bu�er contents de�ned by (5.1).The

function B

min

(C) is called the bu�er{bandwidth tradeo� curve. For a probabilistic analysis

in the next section, it will be useful to understand the behavior of the bu�er{bandwidth

tradeo� curve. To this end, for each �xed C let t(C) be a value of t

max

that satis�es (5.3).

It is easily seen that t(C) is non{increasing in C.

Theorem 2 B

min

(C) is non{increasing and convex in C.

Proof. We �rst show that B

min

(C) is non{increasing. Let h > 0. From (5.2) we have

B

min

(C)� B

min

(C + h) = E(t(C))� E(t(C + h)) + t(C + h)(C + h)� t(C)C : (5:9)

From the concavity of E(t) we have

E

�

(t(C)) �

E(t(C))� E(t(C + h))

t(C)� t(C + h)

: (5:10)

From (5.3) we have

C � E

�

(t(C)) : (5:11)

Combining (5.9){(5.11) gives

B

min

(C)� B

min

(C + h) � E

�

(t(C))[t(C)� t(C + h)] + t(C + h)(C + h)� t(C)C

� C[t(C)� t(C + h)] + t(C + h)(C + h)� t(C)C

= t(C + h)h � 0;

which proves the �rst statement.
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For the convexity of B

min

(C), let C

1

� C

2

and let h > 0. We must show

B

min

(C

2

+ h)�B

min

(C

2

) � B

min

(C

1

+ h)� B

min

(C

1

) : (5.12)

By (5.2) it is equivalent to show

E(t(C

2

+ h))� E(t(C

2

)) + E(t(C

1

))� E(t(C

1

+ h))

� t(C

2

+ h)(C

2

+ h)� t(C

2

)C

2

� t(C

1

+ h)(C

1

+ h) + t(C

1

)C

1

: (5.13)

Using the arguments in the proof of monotonicity, we have

E(t(C

2

))� E(t(C

2

+ h))

t(C

2

)� t(C

2

+ h)

� C

2

+ h (5:14)

and

E(t(C

1

))� E(t(C

1

+ h))

t(C

1

)� t(C

1

+ h)

� C

1

: (5:15)

Combining (5.13), (5.14) and (5.15) we obtain (5.12).

From Theorem 2 we know that B

min

(C) is a decreasing convex function of C. If each

of the regulator functions E

j

(t) is piecewise linear, then it is easily shown that B

min

(C) is

a decreasing convex piecewise{linear function. Using the arguments in the proof of Theo-

rem 2, it is straightforward to show that the optimal allocation c

�

j

for the jth segregated

system is increasing in C and that the bu�er requirement for the jth segregated system,

B

min

(j; c

�

j

), is decreasing in C.

5.3.3 Delay Metric

In Subsection 5.3.1 we showed how to allocate bandwidth so that, for lossless operation, the

collective bu�er requirements of the segregated system is equal to the bu�er requirement

of the multiplexed system. In other words, for the bu�er metric we can �nd a bandwidth

allocation such that the segregated system performs as well as the multiplexed system. In

this subsection we briey consider a natural delay metric. We show that it is not generally

true that the segregated system performs as well as the multiplexed system for the delay

metric.

For the multiplexed system the maximum delay is d := B

min

=C. For the jth segregated

system with bandwidth c

j

the maximum delay is d(j; c

j

) := B

min

(j; c

j

)=c

j

. For a given
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allocation, we de�ne the maximum delay of the collective segregated system to be the

maximum of the maximum delays of the individual segregated systems, that is,

d

seg

:= max

1�j�J

d(j; c

j

) :

The following theorem draws comparisons between the maximum delay of the multiplexed

system, d, and the maximum delay of the collective segregated system, d

seg

.

Theorem 3 1. For all allocations d � max

1�j�J

d(j; c

j

) .

2. There exist concave E

j

(t)'s such that d < max

1�j�J

d(j; c

j

) for all allocations.

3. If E

1

(t) = � � �= E

J

(t) (homogeneous regulator functions), then d = max

1�j�J

d(j; c=J).

Proof. From Theorem 1 we have

B

min

�

J

X

j=1

B

min

(j; c

j

) :

Dividing both sides of the above by C = c

1

+ : : :+ c

J

and using the inequality

x

1

+ � � �+ x

J

y

1

+ � � �+ y

J

� max

1�j�J

x

j

y

j

we obtain

d �

P

J

j=1

B

min

(j; c

j

)

P

J

j=1

c

j

� max

1�j�J

f

B

min

(j; c

j

)

c

j

g

= max

1�j�J

d(j; c

j

);

which establishes the �rst claim.

For the second claim we o�er the following example: C = 1, J = 2, E

1

(t) = 10 for all

t � 0 and

E

2

(t) =

8

>

<

>

:

2t if 0 � t � 5

10 if t � 5 :

From (5.1) we have d = 15, d(1; c

1

) = 10=c

1

, and d(2; c

2

) = 10=c

2

� 5. It is easily seen that

for all allocations max(10=c

1

; 10=c

2

� 5) > 15.

The third statement follows directly from (5.1) and the de�nitions of d and d(j; C=J).

For the remainder of the chapter we will use the original bu�er metric.
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5.4 Statistical Multiplexing with Small Loss Probabilities

For VBR sources the admission region can typically be made signi�cantly larger by allowing

loss to occur with minute probabilities, e.g., loss probabilities on the order of 10

�6

. In this

section we use our results of Section 5.3 to derive the worst{case loss probabilities for the

multiplexer with regulated tra�c.

We consider the same system de�ned in Section 5.2: The multiplexer consists of a link

of rate C which is preceded by a �nite bu�er. There are J sources and the jth source has an

associated regulator function, denoted by E

j

(t), t � 0. In this section we suppose that the

system resources are not su�cient to provide guaranteed lossless service. In other words,

we assume B < B

min

(C), so that there exists arrival processes which meet the regulator

constraints but which cause the bu�er to overow. Let P

loss

denote the expected fraction

of time during which the bu�er overows. Our goal is to determine a bound for P

loss

that

holds for all combinations of arrival processes which meet the regulator constraints. To

this end, we follow the methodology in [42] (which in turn is inspired by the paper [14]).

Let a

j

(t) be the rate at which source j transmits tra�c at time t. We view fa

j

(t); t � 0g

as a stochastic process. Our goal is to �nd independent rate processes fa

j

(t); t � 0g,

j = 1; : : : ; J , which maximize the loss probability over the class of all rate processes that

meet the regulator constraints. To simplify the analysis, however, we only consider rate

processes of the form

a

j

(t) = b

j

(t+ �

j

);

where b

j

(t) is a deterministic periodic function with some period T

j

, and �

j

is a random

variable, uniformly distributed over [0; T

j

]. We assume that the phases �

1

; : : : ; �

J

are

independent, which implies that the rate processes fa

j

(t); t � 0g, j = 1; : : : ; J , are also

independent. We refer to b

j

(t) as a source{j rate function.

We say that a source{j rate function b

j

(t) is feasible if

Z

t+�

�

b

j

(s)ds � E

j

(t) for all � � 0; t � 0: (5:16)

Note that for a given rate function b

j

(t) and phase �

j

the amount of source{j tra�c sent

to the multiplexer over the interval [0; t] is

A

j

(t) =

Z

t

0

b

j

(s+ �

j

)ds:
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Thus the regulator constraint

A

j

(t+ �)� A

j

(�) � E

j

(t) for all � � 0; t � 0

is satis�ed if and only if b

j

(t) is a feasible rate function.

As in [42], our derivation of a bound for P

loss

involves the following three steps: (i)

choose a point on the bu�er{bandwidth tradeo� curve and transform the original system

into two independent resource systems; (ii) use adversarial rate functions for the two

independent resources to obtain a bound on the loss probabilities for the transformed

system; (iii) minimize the bound by searching over all points on the bu�er{bandwidth

tradeo� curve. LoPresti et al. use an on{o� rate function for their worst case rate function.

Our approach di�ers from that of [42] in two respects. First, we allow for generalized

regulators as opposed to simple regulators. Second, we derive the true adversarial rate

functions, and employ these true adversarial rate functions in the bound for P

loss

for both

simple and generalized regulators.

5.4.1 The Virtual Segregated System

Fix a point (C

�

; B

�

) on the bu�er{bandwidth tradeo� curve, and consider a lossless mul-

tiplexer with total amount of bandwidth C

�

and bu�er space B

�

. Because the system

resource pair (B;C) lies below the bu�er{bandwidth tradeo� curve, we must have either

C

�

> C or B

�

> B or both. For this lossless system we use Theorem 1 to allocate

bandwidths c

�

1

; : : : ; c

�

J

from C

�

and bu�ers b

�

1

; : : : ; b

�

J

from B

�

such that each of the corre-

sponding J segregated systems is lossless. This collection of J segregated systems is called

the virtual segregated system [42].

For each j = 1; : : : ; J , �x a feasible rate function b

j

(t). Each rate function generates a

stochastic arrival process

A

j

(t) =

Z

t

0

b

j

(s+ �

j

)ds:

For this arrival process, let U

j

be a random variable that corresponds to the steady{state

utilization of the jth segregated system; similarly, let V

j

be the random variable that

corresponds to the steady{state bu�er contents of the jth segregated system. Because

the �

j

's are independent across the sources, U

1

; : : : ; U

J

are independent of each other and

V

1

; : : : ; V

J

are independent of each other.
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For these �xed rate functions it can be argued [42] that

P

loss

� P

�

(

J

X

j=1

U

j

> C) + P

�

(

J

X

j=1

V

j

> B) : (5:17)

(The argument in [42] is for a simple regulator. It can be easily extended to our generalized

regulators.) The equation (5.17) is the starting point of our own analysis.

Using the Cherno� bound we get

P

loss

� min

��0

8

<

:

Q

J

j=1

M

�

U

j

(�)

e

�C

9

=

;

+min

��0

8

<

:

Q

J

j=1

M

�

V

j

(�)

e

�B

9

=

;

(5:18)

where M

�

U

j

(�) and M

�

V

j

(�) are the moment genrating functions of U

j

and V

j

repectively,

i.e., M

�

U

j

(�) = E[e

�U

j

] and M

�

V

j

(�) = E[e

�V

j

]. Since (5.18) is valid for all points (C

�

; B

�

)

on the bu�er-bandwidth tradeo� curve, we have

P

loss

� min

(C

�

;B

�

)

2

4

min

��0

8

<

:

Q

J

j=1

M

�

U

j

(�)

e

�C

9

=

;

+ min

��0

8

<

:

Q

J

j=1

M

�

V

j

(�)

e

�B

9

=

;

3

5

(5:19)

We emphasize that the right{hand side of (5.19) depends on the �xed feasible rate

functions. In order to give a bound that holds for all feasible rate functions we need to

maximize the right{hand side of (5.19) over the set of all feasible rate functions. To this

end, we introduce the notion of a source{j adversarial rate function.

Corresponding to each choice of (�; �), we say that a source{j rate function is adver-

sarial if (i) it is feasible, and (ii) it has the largest value of M

�

U

j

(�) and M

�

V

j

(�) among all

feasible source{j rate functions. Now suppose that we can �nd the source{j adversarial

rate functions for each choice of (�; �); let U

�

j

, V

�

j

, j = 1; : : : ; J , be the corresponding

steady{state random variables. We then have the following bound on P

loss

:

P

loss

� min

(C

�

;B

�

)

2

4

min

��0

8

<

:

Q

J

j=1

M

�

U

�

j

(�)

e

�C

9

=

;

+ min

��0

8

<

:

Q

J

j=1

M

�

V

�

j

(�)

e

�B

9

=

;

3

5

(5:20)

Note that by using M

�

U

�

j

(�) and M

�

V

�

j

(�), which corresponds to the source{j adversarial

rate function, we have obtained in (5.20) a bound on P

loss

that is valid for all combinations

of feasible arrival functions. We now proceed to characterize the adversarial rate functions.

5.4.2 Adversarial Sources

Throughout this subsection �x a �, � and j. We now focus on determining a feasible rate

function which maximizes both M

�

U

j

(�) and M

�

V

j

(�) over the set of feasible rate functions.
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We assume that the regulator functions have the form

E

j

(t) = minf�

1

j

t; �

2

j

+ �

2

j

t; : : : ; �

L

j

j

+ �

L

j

j

tg :

Note that E

j

(t) is non{decreasing, concave, piecewise{linear and sub{additive. (The anal-

ysis that follows can easily be extended to the case of more general E

j

(t) which are non{

decreasing, concave and sub{additive.) Without loss of generality we also assume that

(5.6), (5.7) and (5.8) hold. Note that the manner in which the allocations (c

�

1

; : : : ; c

�

J

) are

chosen (see Theorem 1) ensures that �

L

j

j

� c

�

j

� �

1

j

for all j = 1; 2; : : : ; J .

For a given feasible rate function b

j

(t) with period T

j

, the arrival rate at time t is

a

j

(t) = b

j

(t+�

j

) where �

j

is uniformly distributed over [0; T

j

]. Corresponding to this a

j

(t)

arrival rate process, let v

j

(t) be the bu�er contents and u

j

(t) be the link utilization at time

t. Note that v

j

(t) and u

j

(t) are periodic with period T

j

. Also the steady{state random

variables corresponding to v

j

(t) and u

j

(t) have distributions

P (V

j

� x) =

1

T

j

Z

T

j

0

1(v

j

(s) � x)ds

and

P (U

j

� x) =

1

T

j

Z

T

j

0

1(u

j

(s) � x)ds :

Note that these distributions do not depend on the phase �

j

and are completely determined

by the rate function b

j

(t) and the link rate c

�

j

.

Throughout the remainder of this subsection we treat the case c

�

j

> �

L

j

j

. In the following

subsection we deal with the simpler case c

�

j

= �

L

j

j

. Let

�

j

= maxft > 0 :

E

j

(t)

t

� c

�

j

g : (5:21)

Note that since �

L

j

j

< c

�

j

� �

1

j

and since E

j

(�) is an increasing concave function, �

j

is a

uniquely de�ned, �nite and strictly positive number. We now de�ne an important class of

rate functions. Let T

o�

be such that 0 < T

o�

� �

j

and let

T

j

=

E

j

(T

o�

)

�

L

j

j

:

Now consider a rate function b

j

(t) with period T

j

de�ned as follows:

b

j

(t) =

8

>

<

>

:

E

+

j

(t) 0 � t � T

o�

0 T

o�

� t � T

j
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-

6

t

o�

T

j

2T

j

t

b

j

(t)

Figure 5.2: Example of a rate function in Set S

j

when t

o�

= 3 and E

j

(t) = minf3t; 2:5 +

0:5tg.

Such a rate function is pictured in Figure 5.2.

This rate function is completely characterized by the parameter T

o�

. Note that the

average arrival rate for this rate function is simply �

L

j

j

. Let S

j

be the collection of all rate

functions of this form. Each rate function in S

j

is identi�ed through its T

o�

parameter.

We will show that the set S

j

has the following important properties:

1. Each member of S

j

is a feasible source{j rate function.

2. All members in S

j

have identical M

�

U

j

(�), and the members of S

j

maximize M

�

U

j

(�)

over the set of all feasible source{j rate functions.

3. The member in S

j

which has the largest M

�

V

j

(�) has, in fact, the largest M

�

V

j

(�)

among all feasible source{j rate functions.

Hence, we will have shown that in order to �nd the source{j adversarial rate function

corresponding to each choice (�; �) we need only consider the rate functions in the set S

j

.

Further, since the rate functions in S

j

are characterized by a single parameter, T

o�

, this

essentially involves a single{parameter optimization problem. We now proceed to formally

state and prove the properties listed above.

Theorem 4 Every member of S

j

is a feasible rate function.

Proof. Fix a T

o�

and let b

j

(t) be the corresponding member of S

j

. It follows immediately

from the de�nition of b

j

(t) that

Z

t

0

b

j

(s)ds � E

j

(t) for all 0 � t � T

j

: (5:22)
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We can, in fact, show that

Z

t

0

b

j

(s)ds � E

j

(t) for all t � 0: (5:23)

To see this consider any arbitrary t = nT

j

+ s, where n is some non{negative integer and

0 � s � T

j

.

Z

t

0

b

j

(s)ds =

Z

T

j

0

b

j

(s)ds+ : : :+

Z

nT

j

(n�1)T

j

b

j

(s)ds+

Z

nT

j

+s

nT

j

b

j

(s)ds

� nT

j

�

L

j

j

+ E

j

(s)

� (E

j

(nT

j

+ s)� E

j

(s)) + E

j

(s)

= E

j

(t) :

The �rst inequality follows from (5.22) and from the fact that the average rate of b

j

(t)

over any period is �

L

j

j

. The second inequality follows because the slope of E

j

(t) is never

less than �

L

j

j

.

Also, because b

j

(t) is non{increasing over each of its periods, we have

Z

t+�

�

b

j

(s)ds �

Z

t

0

b

j

(s)ds for all � � 0; t � 0: (5:24)

Combining (5.23) and (5.24) gives the desired result.

Theorem 5 Each member of S

j

maximizes M

�

U

j

(�) over the set of all feasible rate func-

tions.

Proof. Each rate function in S

j

leads to the following form for u

j

(t), the utilization of

the jth segregated system: u

j

(t) is periodic with period T

j

; and

u

j

(t) =

8

>

<

>

:

c

�

j

0 � t � D

on

0 D

on

� t � T

j

where D

on

=

E

j

(T

o�

)

c

�

j

= (

�

L

j

j

c

�

j

)T

j

.

The corresponding steady{state random variable is

U

j

=

8

>

>

<

>

>

:

c

�

j

with probability

�

L

j

j

c

�

j

0 with probability (1�

�

L

j

j

c

�

j

)

(5:25)
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Note that E[U

j

] = �

L

j

j

.

For any feasible source, the steady state rate at which tra�c leaves the jth segregated

system, U

0

j

(say), must have a peak value less than or equal to c

�

j

. Further, because the

segregated system is lossless, the long{run average rate at which tra�c departs the jth

segregated system must equal the long{run average rate at which tra�c enters the system,

which is at most �

L

j

j

. Hence, we must have E[U

0

j

] � �

L

j

j

. Among all random variables

which have a peak value less than or equal to c

�

j

and a mean value less than or equal to

�

L

j

j

, U

j

as de�ned in (5.25) has the highest moment generating function, M

�

U

j

(�). This is

shown in the following argument (adapted from [48]). Let U

0

j

be any non{negative random

variable with distribution F

U

0

j

(x) with a peak value c

0

� c

�

j

and mean value �

0

� �

L

j

j

.

Then, since � � 0,

M

�

U

j

(�)�M

�

U

0

j

(�) = (

�

L

j

j

c

�

j

)e

�c

�

j

�

�

L

j

j

c

�

j

+ 1�

Z

c

0

0

e

�x

dF

U

0

j

(x)

� (

�

0

c

�

j

)e

�c

�

j

�

�

0

c

�

j

�

Z

c

0

0

(e

�x

� 1)dF

U

0

j

(x)

=

1

c

�

j

Z

c

0

0

[x(e

�c

�

j

� 1)� c

�

j

(e

�x

� 1)]dF

U

0

j

(x)

� 0 :

Let b

�

j

(t) be a rate function in S

j

that has the largest M

�

V

j

(�).

Theorem 6 b

�

j

(t) maximizes M

�

V

j

(�) among all feasible rate functions.

Proof. Consider any feasible source{j rate function b

j

(t) with period T

j

. The actual arrival

rate at time t is a

j

(t) = b

j

(t + �

j

) where �

j

is the random phase. Here, we are concerned

only with the steady{state distributions of the bu�er contents and the utilization rate of

the jth segregated system which are independent of the phase. Hence, in the rest of the

proof, we will, without loss of generality, set the phase to zero and consider b

j

(t) to be the

arrival rate at time t. The corresponding bu�er contents process, v

j

(t), is also periodic

with period T

j

.

In general, both b

j

(t) and v

j

(t) can have rather complicated forms with several intervals

within a period where each is non{zero. However, we will �rst show the desired result for
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feasible rate functions that give a bu�er content process of the form v

j

(t) > 0 for 0 < t < �

j

and v

j

(t) = 0 for �

j

� t � T

j

, for some 0 < �

j

< T

j

. For rate processes of this form we

have

v

j

(t) =

8

>

<

>

:

R

t

0

b

j

(s)ds� c

�

j

t 0 � t � �

j

0 �

j

� t � T

j

Note that, since v

j

(t) > 0 for all 0 < t < �

j

, we must have

�

j

� �

j

: (5:26)

We show next that M

�

V

j

(�) corresponding to such a feasible rate function is smaller

than that corresponding to b

�

j

(t). We do this by showing that there is a rate function in

set S

j

,

�

b

j

(t), with steady{state bu�er contents

�

V

j

which is stochastically larger than V

j

and which, hence, has a larger MGF (moment generating function).

Let T

o�

be such that E

j

(T

o�

) = c

j

�

j

. From (5.26) and (5.21) we get, E

j

(T

o�

) < E

j

(�

j

)

if �

j

< �

j

and E

j

(T

o�

) = E

j

(�

j

) if �

j

= �

j

. Hence, since E

j

(�) is non{decreasing and �

j

is

uniquely de�ned, T

o�

� �

j

� �

j

. By de�nition, the rate function in S

j

corresponding to

this T

o�

is periodic with period

�

T

j

=

E

j

(T

o�

)

�

L

j

j

and has the form

�

b

j

(t) =

8

>

<

>

:

E

+

j

(t) 0 � t � T

o�

0 T

o�

� t �

�

T

j

:

The corresponding bu�er contents at time t, �v

j

(t), is given as

�v

j

(t) =

8

>

>

>

>

<

>

>

>

>

:

E

j

(t)� c

�

j

t 0 � t � T

o�

E

j

(T

o�

)� c

�

j

t T

o�

� t � �

j

0 �

j

� t �

�

T

j

Denote the corresponding steady{state random variable as

�

V

j

.

Clearly, v

j

(t) � �v

j

(t) for all 0 � t � T

o�

. Note, also, that we cannot have v

j

(t) > �v

j

(t)

for any T

o�

� t � �

j

since that would require v

j

(t) to decrease at a rate strictly faster than

c

�

j

, in order for both v

j

(t) and �v

j

(t) to be zero at �

j

. Hence, we get

v

j

(t) � �v

j

(t) for all 0 � t � �

j

: (5:27)

Also, we can show that

T

j

�

�

T

j

: (5:28)
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To see this, note that the utilization rate of the jth segregated system with arrival rate

b

j

(t) is c

�

j

whenever v

j

(t) is non{zero. Hence, P (U

j

= c

�

j

) �

�

j

T

j

. Also, since the average

utilization rate must be equal to the average arrival rate, which in turn is smaller than

�

L

j

j

,

�

L

j

j

� E[U

j

] � c

�

j

P (U

j

= c

�

j

) � c

�

j

�

j

T

j

and so,

T

j

�

c

�

j

�

j

�

L

j

j

=

E

j

(T

o�

)

�

L

j

j

=

�

T

j

:

Equations (5.28) and (5.27) imply that

P (V

j

> x) � P (

�

V

j

> x) for all x � 0 :

We have thus shown that V

j

is stochastically smaller than

�

V

j

and hence has a smaller

MGF. It is immediate from the de�nition of b

�

j

(t) that M

�

V

j

(�) is smaller than that corre-

sponding to b

�

j

(t).

We now extend this argument to the case of a general feasible rate function b

j

(t). As-

sume, without loss of generality, that the corresponding bu�er content process v

j

(t) has m

(some positive integer) non{zero portions within a single period, identi�ed by v

1

j

; v

2

j

; : : : ; v

m

j

in the following manner:

v

j

(t) =

8

>

>

>

>

>

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

>

>

>

>

>

:

0 0 � t � t

1

j

v

1

j

(t� t

1

j

) t

1

j

� t � t

1

j

+ �

1

j

v

2

j

(t� t

2

j

) t

2

j

� t � t

2

j

+ �

2

j

.

.

.

v

m

j

(t � t

m

j

) t

m

j

� t � t

m

j

+ �

m

j

0 t

m

j

+ �

m

j

� t � T

j

where �

i

j

> 0, i = 1; 2; : : : ; m, and t

i

j

� t

i�1

j

+ �

i�1

j

, i = 2; : : : ; m. Here, t

i

j

and t

i

j

+ �

i

j

represent the endpoints of the ith non{zero portion.

We can express each non{zero portion v

i

j

(t) as a periodic function, with period T

j

, of

the following form:

v

i

j

(t) =

8

>

>

<

>

>

:

Z

t

i

j

+t

t

i

j

b

j

(s)ds� c

�

j

t 0 � t � �

i

j

0 �

i

j

� t � T

j

:
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Let V

i

j

denote the corresponding steady{state random variable with MGF M

�

V

i

j

(�).

It is easily seen that

V

j

=

8

>

>

>

>

>

<

>

>

>

>

>

:

V

1

j

with probability

�

�

1

j

P

m

i=1

�

i

j

�

T

j

.

.

.

V

m

j

with probability

�

�

m

j

P

m

i=1

�

i

j

�

T

j

and hence,

M

�

V

j

(�) =

m

X

l=1

 

�

l

j

P

m

i=1

�

i

j

!

M

�

V

l

j

(�) : (5:29)

Now, the ith non{zero portion, when viewed in isolation, has the simple form assumed

in the earlier part of the proof, and can be viewed as the bu�er contents at time t of the

jth segregated system subject to the following arrival rate:

b

i

j

(t) =

8

>

<

>

:

b

j

(t

i

j

+ t) 0 � t � �

i

j

0 �

i

j

� t � T

j

:

Note that b

i

j

(t) is also a feasible source{j rate function with period T

j

. Hence, from our

earlier argument, we know thatM

�

V

i

j

(�) is smaller than the MGF that corresponds to b

�

j

(t).

Hence, from (5.29), we get that M

�

V

j

(�) is also smaller than that corresponding to b

�

j

(t).

We have thus shown that b

�

j

(t) maximizes M

�

V

j

(�) over the set of all feasible source{j rate

functions.

From Theorems 5 and 6 the following corollary is immediate.

Corollary 1 There exists a rate function belonging to S

j

which maximizes both M

�

U

j

(�)

and M

�

V

j

(�) over the set of all feasible source{j rate functions. This rate function is the

required source{j adversarial rate function corresponding to (�; �).

Thus, when c

�

j

> �

L

j

j

, in order to �nd the source{j adversarial rate function corresponding

to any choice of (�; �) we need only consider the rate functions in set S

j

.

5.4.3 The Case of c

�

j

= �

L

j

j

We now deal with the special case of c

�

j

= �

L

j

j

. When c

�

j

= �

L

j

j

it is easily seen that the

adversarial source{j rate function has the following form:

b

j

(t) = E

+

j

(t) for all t � 0:
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Clearly, this rate function satis�es (5.16). We will drop the requirement of periodicity for

this special case and consider this rate function to be feasible. (Alternatively, we could

consider this rate function to be trivially periodic with a period of +1.) This rate function

leads to the following degenerate form of the corresponding steady{state random variables:

U

�

j

= c

�

j

with probability 1

V

�

j

= b

�

j

with probability 1

with corresponding MGFs

M

�

U

�

j

(�) = e

�c

�

j

M

�

V

�

j

(�) = e

�b

�

j

which are clearly the largest possible values for these quantities.

In the next section we consider input sources that are constrained by simple regulators

and describe a heuristic procedure to e�ciently compute P

loss

for this case.

5.5 Simple Regulators

In the last section we showed that for each segregated system there exists a rate function in

S

j

which is adversarial to the greatest extent possible permitted by the regulator constraint

E

j

(t). The set S

j

includes the extremal periodic on{o� rate functions studied in LoPresti

et al. [42]. It is therefore natural to pose the following question: Is the extremal periodic

on{o� rate function adversarial?

In this section we focus our attention on simple regulators E

j

(t) = minf�

1

j

; �

2

j

+�

2

j

tg. We

�rst show that the adversarial rate function in S

j

is not the extremal on{o� rate function

used in LoPresti et al. This implies that the use of on{o� rate functions, as in LoPresti

et al., can lead to overly optimistic admission regions. We then present an algorithm for

calculating P

loss

using the adversarial rate functions for each of the sources. This involves,

for each source j, a search to �nd the T

o�

that leads to the most adversarial behavior.

5.5.1 Sub{Adversariality of On{O� Rate Functions

Fix a segregated system j. For ease of notation, let P

j

= �

1

j

, �

j

= �

2

j

and �

j

= �

2

j

; the

tra�c constraint function is thus given by E

j

(t) = min(P

j

t; �

j

+�

j

t). We study 3 di�erent
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Rate Function T

on

T

o�

T D

on

D

o�

1

�

P��

�

�

�P

�(P��)

�P

c(P��)

�

1��+P (1�1=c)

�(P��)

2

�

c��

�

�

�c

�(c��)

�

c��

�

�

3 u

�

�

u+

�

�

�+u�

c

(u�+�)(c��)

�c

Table 5.1: On and o� times of rate functions and corresponding segregated systems.

rate functions, all complying with the imposed tra�c constraint function. All these rate

functions belong to S

j

. Figure 5.3a gives the plots of the tra�c constraint function, E

j

(t),

and the actual arrivals, A

j

(t), of the studied rate functions. Figure 5.3b depicts the arrival

rate function b

j

(t). Figure 5.3c gives the link utilization u

j

(t). Figure 5.3d shows the

bu�er contents of the segregated system. Note that tra�c leaves the segregated system at

rate c

j

whenever the bu�er is nonempty. For the remainder of this section, we remove the

subscript j from all notations.

Rate function 1 is the extremal on{o� rate function used by Elwalid et al. [14] and

LoPresti et al. [42]. It transmits at peak rate P for T

on

1

= �=(P � �), at which time

the token pool is completely emptied. The rate function then turns o� and waits for

T

o�

1

= �=�, allowing the token pool to be re�lled with � tokens. The rate function then

transmits the next burst of size PT

on

1

at peak rate. The bu�er is �lled at rate P � c while

the source transmits at rate P . The maximum bu�er contents is therefore b = (P �c)T

on

1

.

After the source has turned o�, the bu�er is drained at rate c. The utilization of the

segregated system is c for D

on

1

= T

on

1

+ b=c and 0 for D

o�

1

= T

o�

1

� b=c. Rate Function 1

along with the other two rate functions are summarized in Table 5.1.

Rate function 2 transmits at peak rate P for T

on

1

, it then continues sending tra�c at

rate � into the segregated system until the corresponding bu�er process hits zero. As is the

case for rate function 1, the bu�er is �lled up to b at rate P � c; it is now however drained

at rate c� �. The source transmits therefore greedily for T

on

2

= T

on

1

+ b=(c� �). It then

shuts o�, waits until the token pool is replenished and repeats the described transmission

pattern.

Rate function 3 generalizes the rate function behaviors discussed so far. It transmits

greedily for u; T

on

1

� u � T

on

2

, that is, it transmits at rate P for T

on

1

and then at rate
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Figure 5.3: Illustration of rate functions 1, 2 and 3. (a) Amount of tra�c arriving to the

segregated system A

j

(t). (b) Arrival rate process b

j

(t). (c) Utilization process u

j

(t). (d)

Bu�er content process v

j

(t).
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� for u� T

on

2

. The corresponding bu�er process is depicted in Figure 5.3d. The bu�er is

�lled to b at rate P�c. It is then drained at rate c�� during the interval [T

on

1

; u]. Let v(u)

denote the bu�er contents at time u; clearly, v(u) = � + u(�� c). The remaining tra�c

v(u) is drained at rate c. Loosely speaking, rate function 3 lies between the extremes of

rate function 1 and rate function 2: it is equivalent to rate function 1 for u = T

on

1

and is

equivalent to rate function 2 for u = T

on

2

.

We now turn our attention to the bu�er processes of the described rate functions. Let

V

1

, V

2

and V

3

be random variables denoting the bu�er contents corresponding to rate

function 1, 2 and 3. It can be easily veri�ed that V

1

and V

2

have identical distribution

functions:

P (V

1

� x) = P (V

2

� x) = 1� ! + x

!

b

0 � x � b; (5.30)

where ! = �=c is the long run probability that the segregated system is busy. The distri-

bution function of V

3

is given by

P (V

3

� x) =

8

>

<

>

:

1� ! + x

!

b

P�

(P��)(�u+�)

for 0 � x � v(u)

1� ! + x

!

b

c�

(c��)(u�+�)

+

u�

2

(c��)(u�+�)

�

�

2

(c��)c

for v(u) � x � b:

Next we show that V

3

is strictly stochastically larger than V

1

and V

2

whenever T

on

1

<

u < T

on

2

. First, note that

P�

(P � �)(�u+ �)

< 1 for u > T

on

1

:

Furthermore, it can be shown that

x

!

b

c�

(c� �)(u�+ �)

+

u�

2

(c� �)(u�+ �)

�

�

2

(c� �)c

< x

!

b

for u < T

on

2

and x < b. Hence,

P (V

3

� x) < P (V

1

� x) for 0 � x < b: (5.31)

Thus V

3

is strictly stochastically larger than V

1

and V

2

. This implies that the moment

generating function of V

3

is larger than that of V

1

and V

2

. The loss probability computed

with rate function 3 is therefore larger than that corresponding to rate functions 1 and 2.

Rate function 1, which is used in LoPresti et al. , can therefore lead to overly optimistic

admission decisions.
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V
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(�) 1� ! +

!�

�b(�u+�)

f

�(c�P )

(P��)(c��)

e

�v(u)

+

1

1�!

e

�b

�

P

P��

g

@M
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3

(�)

@�

!�

�

2
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f

�(c�P )

(P��)(c��)

[�v(u)� 1]e
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+

1

1�!
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�b

+

P

P��

g

@

2

M

V

3

(�)

@�

2

!�

�

3

b(�u+�)

f

�(c�P )

(P��)(c��)

[�

2

v

2

(u)� 2�v(u) + 2]e

�v(u)

+

1

1�!

(�

2

b

2

� 2�b+ 2)e

�b

�

2P

P��

g

@M

V

3

(�)

@u

!�

�b(�u+�)

2

f

�(P�c)

(P��)

[��u+ �� +

!

1�!

]e

�v(u)

�

�

1�!

e

�b

+

P�

P��

g

Table 5.2: The moment generating function of the bu�er process V

3

and its derivatives

5.5.2 Finding the most adversarial Rate Function

In this subsection we espouse the problem of �nding the most adversarial rate function

among the rate functions �tting the template of rate function 3. Toward this end we need

to �nd the on{time u that maximizes the moment generating function of V

3

. The moment

generating function of V

3

, de�ned as M

V

3

(�) = E[e

�V

3

], and its derivative with respect to

u are given in Table 5.2. The table gives furthermore the �rst and second derivative of

M

V

3

(�) with respect to s. These expressions are needed for the computation of P

loss

(see

Section refbum:numex).

Setting @M

V

3

(�)=@u to zero, we obtain

(��u+ �� +

!

1� !

)e

��(c��)u

=

(P � �)e

�b

� P (1� !)

(1� !)(P � c)e

��

: (5.32)

It can be shown that (5.32) has exactly one solution in [T

on

1

; T

on

2

]. It can be computed

e�ciently with Newtons method [53] using (T

on

1

+T

on

2

)=2 as initial solution. We observed

in our numerical investigations that (T

on

1

+T

on

2

)=2 provides in many cases a good approx-

imation of the solution of (5.32). Rate function 3 with u = (T

on

1

+ T

on

2

)=2 may therefore

be used as an approximation of the most adversarial rate function.

5.5.3 Numerical Examples

In this subsection we report on some numerical investigations with the most adversarial

rate function. For the computation of P

loss

we essentially follow the numerical procedure

outlined in LoPresti et al. [42]. In addition to the computations conducted by LoPresti et

al., however, we solve (5.32) in order to �nd the most adversarial rate function.

We compare our approach with that of Elwalid et al. [14] and LoPretsi et al. in

Figure 5.3. We use the same two source classes (see Table 5.3) as LoPresti et al. in [42,
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class �(Mbps) P (Mbps) �(cells)

1 0.15 1.5 225

2 0.15 6 24.4

Table 5.3: Leaky Bucket parameters of sources.
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LoPresti et. al L = 1e-7

Figure 5.4: Comparison of our approach with Elwalid et al. [14] and LoPresti et al. [42].

Fig. 15]. They in turn use the same parameters as Elwalid et al. in [14, Fig. 13]. The

bandwidth and bu�er size are C = 45 Mbps and B = 1000 cells (1 cell = 53 bytes) in this

example. The �gure depicts the admission region corresponding to the admission control

criterion P

loss

� 10

�7

. We observe that employing the truly adversarial rate function results

in an admission region that lies generally between that of Elwalid et al. and LoPresti

et al.. Because we are using the truly adversarial sources, our approach has a smaller

admission region than LoPresti et al.. Our approach admits slightly less connections than

the approach of LoPresti et al. in the range 0 � k

1

� 75. For k

1

= 0, we admit 172

connections of class 2 while LoPresti et al. allow 175 connections. The gap between the two
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Figure 5.5: P

loss

as a function of bu�er size B.

approaches widens for k

1

> 75. This is due to the fact that the optimal resource allocation

according to Theorem 1 allocates c

�

2

= �

2

in this region. Rate function 3 degenerates to the

form described in Section 5.4.3 for this allocation. The moment generating function of this

rate function is signi�cantly larger that that corresponding to rate function 1, resulting in

a noticably smaller admission region for our approach. The gap is at its widest for k

1

= 81.

Our approach admits 41 connections of class 2 wile LoPresti et al. admit 51 connections.

In Figure 5.5 we consider a single source class with P = 5 cells/sec, � = 2.5 cells/sec

and � = 20 cells. (This choice of parameters is inspired by Oechslin [50].) We consider

transmitting the tra�c of 200 of these sources over a link of capacity C = 575 cells/sec.

The �gure shows P

loss

computed according to our approach (RRR) and LoPresti et al.

as a function of the bu�er size B. We observe that both approaches give about the

same loss probability for bu�ers smaller than 800 cells. For large bu�ers, however, the

approaches di�er greatly. For B = 1400 cells the loss probability computed according

to LoPresti et al. is about one order of magnitude smaller that that computed with the
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most adversarial rate function. For B = 1700 cells the gap widens to roughly two orders

of magnitude. We conclude from the �gure that the approach of LoPresti et al. can

signi�cantly underestimate the loss probability.

119



Chapter 6

Smoothing and Bu�erless

Multiplexing of Regulated Tra�c

6.1 Overview

Over the past ten years, signi�cant research e�ort has addressed the important problem

of guaranteeing QoS to multimedia tra�c in a packet{switched network. The goal has

been to develop tra�c management schemes that allow for high link utilizations while

simultaneously guaranteeing that the QoS requirements of the ongoing connections are

met. It is generally agreed that high link utilizations can only be achieved by allowing

tra�c to be statistically multiplexed, i.e., by allowing each connection's tra�c to have a

small amount of loss and exploiting the statistical independence of the connections' tra�c

[62][32][33][25]. It is also the view of many researchers that QoS can only be guaranteed

by requiring the tra�c to be regulated (e.g., by leaky buckets) at the edges of the network

[35][75] [23][52][14][42][54].

In recent years the problem of providing QoS guarantees to regulated sources which

are statistically multiplexed in a shared bu�er has been carefully studied [14][42][54]. The

existing solutions, however, do not extend to the network environment in a satisfactory

manner. Also in recent years, the problem of providing end{to{end deterministic guaran-

tees to regulated tra�c in networks has been adequately solved [78][77][23][52]. The de-

terministic QoS guarantees, however, typically imply a small connection{carrying capacity
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for networks with bursty multimedia tra�c. In this chapter we lay the groundwork for a

tra�c{management architecture that provides end{to{end QoS guarantees while simulta-

neously giving a relatively large connection{carrying capacity. We restrict our attention

to a network consisting of a single node in this thesis.

In this chapter we view tra�c as uid. The uid model, which closely approximates

a packetized model with small packets, permits us to focus on the central issues and

signi�cantly simpli�es notation. We suppose that the tra�c sent into the node by each

connection is regulated by a connection{speci�c cascade of leaky buckets. A cascade of

leaky buckets is more general than the two{leaky{bucket regulator, commonly used in

the literature [14][42], and can more accurately characterize a source's tra�c. Moreover,

cascaded{leaky{bucket tra�c can easily be policed. For admission control, all that we

know about a connection's tra�c is its regulator constraint de�ned by its cascade of leaky

buckets; in particular, we do not have available statistical characterizations of the tra�c.

We also assume that the following natural QoS requirement is in force: the fraction of

tra�c that exceeds a speci�c delay limit must be below a prescribed bound. Tra�c which

overows at a bu�er is considered as having in�nite delay, and therefore violates the QoS

requirement. Importantly, we permit each connection to have its own limit on the nodal

delay and its own bound on the fraction of tra�c that exceeds this delay limit. This QoS

requirement is particularly appropriate for multimedia tra�c, whereby timestamping and

a playout bu�er can ensure the continuous playout of video or audio without jitter.

Given each connection's tra�c characterization and its QoS requirement, we address

the following problem: How should we manage the tra�c and perform admission control

in order to guarantee QoS while maintaining a large connection{admission region? We

advocate the following simple and pragmatic scheme: (i) smooth each connection's tra�c

at the connection's input as much as allowed by the connection's delay constraint; (ii)

employ bu�erless statistical multiplexing within the node; (iii) base admission control

on the worst{case assumption that sources are adversarial to the extent permitted by

the connection's regulator, while concurrently assuming the connections generate tra�c

independently. This scheme enjoys the following features:

� Admission control is solely based on the connections' regulator parameters, which
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are policable. It is not based on more complex, di�cult{to{police statistical charac-

terizations.

� It allows for statistical multiplexing at the node while meeting the QoS requirements.

The smoothing at the input increases the statistical multiplexing gain.

� It allows for per{connection QoS requirements: the connections can have vastly dif-

ferent delay and loss requirements.

� Because the multiplexing is bu�erless, the switch requires only small input bu�ers

(when tra�c is packetized), thereby reducing switch cost.

� A connection's tra�c characterization does not change as the tra�c passes through

the bu�erless multiplexer.

It is this last feature that is particularly useful when extending the tra�c management

scheme to a multihop network. With our scheme the tra�c leaving the network node

conforms to the same regulator constraints as the tra�c entering the node. With shared

bu�er multiplexers it is di�cult (if not impossible) to tightly characterize a connection's

tra�c once the tra�c passes through a shared bu�er. One solution to this \down{stream"

problem proposed in the literature [78][77][23][52] is to place resmoothers after the bu�ered

multiplexer; the resmoothers smooth each connection's tra�c so that it conforms to its

original regulator constraints. We show in this chapter that our approach consisting of

ingress smoothing and subsequent bu�erless multiplexing is a viable alternative to the

bu�ered multiplexing/resmoothing scheme in the literature.

This chapter is organized as follows. In Section 6.2 we formally de�ne the cascaded

leaky{bucket regulators and the QoS requirement. In Section 6.3 we determine the worst{

case tra�c for a single{link and outline our smoothing and admission control procedure.

We also consider general smoothers and show that the optimal smoother is a single{bu�er

smoother which smoothes tra�c as much as the delay limit permits. In Section 6.4 we

present numerical results using MPEG{encoded traces. In Section 6.5 we compare our

scheme to designs based on bu�ered statistical multiplexing. We conclude in Section 6.6.
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6.2 Regulated Tra�c and the QoS Requirement

In this chapter we focus on a single node consisting of a bu�erless multiplexer that feeds

into a link of capacity C. We view tra�c as uid, i.e., packets are in�nitesimal. Consider

a set of J connections. Each connection j has an associated regulator function, denoted by

E

j

(t), t � 0. The regulator function constrains the amount of tra�c that the jth connection

can send into the node over all time intervals. Speci�cally, if A

j

(t) is the amount of tra�c

that the jth connection sends to the node over the interval [0; t], then A

j

(�) is required to

satisfy

A

j

(t+ �)�A

j

(�) � E

j

(t) for all � � 0; t � 0: (6:1)

A popular regulator is the simple regulator, which consists of a peak{rate controller in series

with a leaky bucket; for the simple regulator, the regulator function takes the following

form:

E

j

(t) = minf�

1

j

t; �

2

j

+ �

2

j

tg:

For a given source type, the bound on the tra�c provided by the simple regulator may be

loose and lead to overly conservative admission control decisions. For many source types

(e.g., for VBR video), it is possible to get a tighter bound on the tra�c and dramatically

increase the admission region. In particular, regulator functions of the form

E

j

(t) = minf�

1

j

t; �

2

j

+ �

2

j

t; : : : ; �

L

j

j

+ �

L

j

j

tg (6:2)

are easily implemented with cascaded leaky buckets; it is shown in (see [75]) that the

additional leaky buckets can lead to substantially larger admission regions for deterministic

multiplexing. We shall show that this is also true for statistical multiplexing. Throughout

this chapter we assume that each regulator has the form (6.2). Without loss of generality

we may assume that �

1

j

> �

2

j

> � � � > �

L

j

j

and �

2

j

< �

3

j

< � � � < �

L

j

j

. For ease of notation,

we set �

j

= �

L

j

j

. Note that for connection{j tra�c, the long{run average rate is no greater

than �

j

and the peak rate is never greater than �

1

j

.

Each connection also has a QoS requirement. In this chapter we consider a QoS require-

ment that is particularly appropriate for multimedia tra�c, such as audio and video tra�c.

Speci�cally, each connection has a connection{speci�c delay limit and a connection{speci�c

loss bound. Denote d

j

and �

j

for the delay limit and loss bound for the jth connection.
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Any tra�c that overows at a bu�er is considered to have in�nite delay, and therefore

violates the delay limit. The QoS requirement is as follows: for each connection j, the

long{run fraction of tra�c that is delayed by more than d

j

seconds must be less than �

j

.

This QoS requirement can assure continuous, uninterrupted playback for a multimedia

connection as follows. Each bit (or packet for packetized tra�c) is time{stamped at the

source. If a bit from connection j is time{stamped with value x, the bit (if not lost in the

node) arrives at the receiver no later than x + d

j

. The receiver delays playout of the bit

until time x+ d

j

. Thus, by including a bu�er at each receiver, the receiver can playback a

multimedia stream without jitter with a �xed delay of d

j

and with bit loss probability of

at most �

j

.

The strategy that we take in this chapter is to pass each connection's tra�c through

a smoother at the connection's input to the node. We design the smoother for the jth

connection so that the jth connection's tra�c is never delayed at the smoother by more

than d

j

. After having smoothed a connection's tra�c, we pass the smoothed tra�c to the

node. At the link the connection's tra�c is multiplexed with tra�c from other connections.

The second aspect of our strategy is to remove all of the bu�ers in the node; that is, we use

bu�erless statistical multiplexing rather than bu�ered multiplexing before the link. In our

uid model, a connection's tra�c that arrives to a bu�erless link either ows through the

link without any delay or overows at the link, and therefore has in�nite delay. In order

to satisfy the jth connection's QoS requirement, it therefore su�ces that the fraction

of connection{j tra�c that overows the link be less than �

j

. Also, if the loss at the

link is small, we can reasonably approximate a connection's tra�c at the output of the

multiplexer as being identical to its tra�c at the input to the multiplexer. In other words, a

connection that satis�es the regulator constraint E

j

(t) at the input of the node satis�es the

same regulator constraint E

j

(t) at the output of the node. Our scheme extends therefore

in a straightforward manner from a single node to a general network. Our approach is

illustrated in Figure 6.1.

For the smoother at the jth connection's input, initially we use a bu�er which serves

the tra�c at rate c

�

j

. When the smoother bu�er is nonempty, tra�c is drained from the

smoother at rate c

�

j

. When the smoother bu�er is empty and connection{j's tra�c is

arriving at a rate less than c

�

j

, tra�c leaves the smoother exactly at the rate at which it

124



E

J

(t)

E

1

(t)

-

-

c

�

1

c

�

J

t

t

t

�

�

�

�

�

�

�>

Z

Z

Z

Z

Z

Z

Z~

bu�erless

multiplexer

C

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�

Figure 6.1: The tra�c of the jth connections is characterized by the regulator function

E

j

(t). The tra�c is passed through a smoother with rate c

�

j

and then multiplexed onto a

link with capacity C.

enters the bu�er. For the uid model and QoS criterion of this chapter we shall show that

more complex smoothers consisting of cascaded leaky buckets do not improve performance.

Using the theory developed in [6], it can be shown that the maximum delay at the

smoother is

max

t�0

(

E

j

(t)

c

�

j

� t

)

: (6.3)

Also, because the bu�erless multiplexer and link introduce no delays, tra�c from the

jth connection that ows through the node without loss has the maximum delay of the

smoother. We set the smoother rate to

c

�

j

= min

(

c

j

� 0 : max

t�0

(

E

j

(t)

c

j

� t

)

� d

j

)

; (6:4)

so that the tra�c that passes through the node (i.e., tra�c which does not overow at the

link) is not be delayed by more than d

j

. It is straightforward to show from (6.4) that the

smoother rate can be expressed as

c

�

j

= max

t�0

E

j

(t)

d

j

+ t

: (6.5)
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6.3 Analysis of the Single Link

We focus in this chapter on a single link with J connections. Connection j has a regulator

constraint function E

j

(t) and QoS parameters d

j

and �

j

. Now regard the jth arrival

process as a stochastic process. Let (A

j

(t); t � 0) denote the jth arrival process, and

let (A

j

(t; !); t � 0) denote a realization of the stochastic process. Also let A(t) =

(A

1

(t); : : : ; A

J

(t)), and let (A(t); t � 0) be the associated vector stochastic arrival process.

We say that the vector arrival process (A(t); t � 0) is feasible if (i) the component arrival

processes (A

j

(t); t � 0), j = 1; : : : ; J , are independent, and (ii) for each j = 1; : : : ; J , each

realization (A

j

(t; !); t � 0) satis�es the regulator constraint

A

j

(t+ �; !)�A

j

(�; !)� E

j

(t) for all � � 0; t � 0: (6:6)

Denote A for the set of all feasible vector arrival processes (A(t); t � 0).

Our �rst goal is to develop a straightforward procedure to determine whether the QoS

requirements are met for all possible feasible stochastic arrival processes. For a �xed

feasible vector arrival process (A(t); t � 0), let U

j

(t) be the rate at which tra�c from the

jth connection leaves the associated smoother at time t, and let U

j

be the corresponding

steady{state random variable. Consider multiplexing (A(t); t � 0) tra�c streams onto a

bu�erless multiplexer of rate C. The long{run average fraction of tra�c lost by connection

j is

P

info

loss

(j) =

E

�

(

P

J

k=1

U

k

� C)

+

U

j

P

J

k=1

U

k

�

E[U

j

]

: (6:7)

In the de�nition of P

info

loss

(j) we make the natural assumption that tra�c loss at the bu�erless

multiplexer is split between the sources in a manner proportional to the rate at which the

sources send tra�c into the multiplexer. Note that P

info

loss

(j) keeps track of loss for each

individual connection.

Although P

info

loss

(j) is an appealing performance measure, we have found it to be math-

ematically unwieldy. Instead of P

info

loss

(j) we shall work with a bound on P

info

loss

(j) which is

more tractable and which preserves the essential characteristics of the original performance

measure. Noting that the term in the expectation of the numerator of equation (6.7) is
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non{zero only when

P

J

k=1

U

k

> C, we obtain:

P

info

loss

(j) �

E

h

(

P

J

k=1

U

k

� C)

+

U

j

i

C �E[U

j

]

:= P

loss

(j): (6:8)

In most practical circumstances the QoS requirement speci�es tra�c loss to be miniscule,

on the order of �

j

= 10

�6

or less. Thus we expect the bound to be very tight: during the

rare event when

P

J

j=1

U

j

exceeds C, we expect

P

J

j=1

U

j

to be very close to C. Henceforth,

we focus on the bound P

loss

(j), and we refer to P

loss

(j) as the loss probability for the jth

connection . In Section 6.4 we provide numerical results which show that P

loss

(j) is very

nearly equal to the actual loss probability P

info

loss

(j).

By taking the supremum over all the feasible vector stochastic processes, we obtain the

following worst{case loss probability of the jth connection:

�

�

j

= sup

A

E

h

(

P

J

k=1

U

k

� C)

+

U

j

i

C �E[U

j

]

(6.9)

If �

�

j

� �

j

for all j = 1; : : : ; J , then the QoS requirements are guaranteed to be met for

all feasible vector arrival processes, that is, for all independent arrival processes whose

sample paths satisfy the regulator constraints. In our strategy, at connection admission

we determine whether �

�

j

� �

j

for all j = 1; : : : ; J will continue to hold when adding the

new connection. If not, the connection is rejected. Thus, we need to develop an e�cient

method to compute the bounds �

�

1

; : : : ; �

�

J

. As a �rst step in computing these bounds, we

need to explicitly determine the random variables U

1

; : : : ; U

J

that attain the supremum in

(6.9).

Lemma 1 Let U

�

1

; : : : ; U

�

J

be independent random variables, with U

�

j

having distribution

U

�

j

=

8

>

<

>

:

c

�

j

with probability

�

j

c

�

j

0 with probability 1�

�

j

c

�

j

:

There exists a feasible vector arrival process which produces the steady{state rate variables

U

�

1

; : : : ; U

�

J

at the smoother outputs.

Proof. The proof is by construction. For each j = 1; : : : ; J , let

t

j

=

�

2

j

�

1

j

� �

2

j
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and

T

j

=

�

1

j

�

2

j

(�

1

j

� �

2

j

)�

j

:

Also let �

1

; : : : ; �

J

be independent random variables with �

j

uniformly distributed over

[0; T

j

]. Let b

j

(t) be a deterministic periodic function with period T

j

such that

b

j

(t) =

8

>

<

>

:

�

1

j

0 � t < t

j

0 t

j

� t � T

j

:

De�ne the jth arrival stochastic process as

A

j

(t) =

Z

t

0

b

j

(s+ �

j

)ds:

Thus each component arrival process (A

j

(t); t � 0) is generated by a periodic on{o�

source; the jth process has peak rate �

1

j

and average rate �

j

. By sending each component

process (A

j

(t); t � 0) into its respective smoother, we obtain an on{o� process whose peak

rate is c

�

j

and whose average rate is �

j

. Also, the component processes are independent;

thus the vector arrival process produces the steady{state random variables U

�

1

; : : : ; U

�

J

at

the smoother outputs.

It remains to show that each realization of (A

j

(t); t � 0) satis�es the regulator con-

straint (6.6). It follows immediately from the de�nition of b

j

(t) that

Z

t

0

b

j

(s)ds � E

j

(t) for all 0 � t � T

j

: (6:10)

We can, in fact, show that

Z

t

0

b

j

(s)ds � E

j

(t) for all t � 0: (6:11)

To see this consider any arbitrary t = nT

j

+ s, where n is some non{negative integer and

0 � s � T

j

. We have

Z

t

0

b

j

(s)ds =

Z

T

j

0

b

j

(s)ds+ : : :+

Z

nT

j

(n�1)T

j

b

j

(s)ds+

Z

nT

j

+s

nT

j

b

j

(s)ds

� nT

j

�

j

+ E

j

(s)

� [E

j

(nT

j

+ s)� E

j

(s)] + E

j

(s)

= E

j

(t) :
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The �rst inequality follows from (6.10) and from the fact that the average rate of b

j

(t)

over any period of length T

j

is �

j

. The second inequality follows because the slope of E

j

(t)

is never less than �

j

. This establishes (6.11). Finally because b

j

(t) is non{increasing over

each of its periods, we have

Z

t+�

�

b

j

(s)ds �

Z

t

0

b

j

(s)ds for all � � 0; t � 0: (6:12)

Combining (6.11) and (6.12) proves that each realization of (A

j

(t); t � 0) satis�es the

regulator constraint (6.6).

We now show that the random variables U

�

1

; : : : ; U

�

J

attain the supremum in (6.9).

This result will lead to a simple procedure for calculating the worst{case loss probabilities

�

�

1

; : : : ; �

�

J

. To this end, we will need to make use of a concept from stochastic ordering.

A random variable X is said to be smaller than a random variable Y in the sense of the

increasing convex stochastic (ics) ordering, written as X �

icx

Y , if E[h(X)]� E[h(Y )] for

all increasing, convex functions h(�).

Theorem 7 For each j = 1; 2; : : : ; J, worst{case loss probability for the jth connection is

�

�

j

=

E

h

(

P

J

k=1

U

�

k

� C)

+

U

�

j

i

C �E[U

�

j

]

Proof. Let U be the set of all random vectors (U

1

; : : :U

J

) such that

1. U

j

, j = 1; 2; : : : ; J are independent.

2. 0 � E[U

j

] � �

j

and 0 � U

j

� c

�

j

for all j = 1; 2; ; : : : ; J .

All feasible vector arrival processes in A give steady{state rate variables that belong to U .

Let (U

1

; : : : ; U

J

) be a random vector in U . Let U = U

1

+ � � �+U

J

and U

�

= U

�

1

+ � � �+U

�

J

.

By Lemma 1 it su�ces to show that

E[(U � C)

+

U

j

]

CE[U

j

]

�

E[(U

�

� C)

+

U

�

j

]

CE[U

�

j

]

: (6:13)

Fix i, with 1 � i � J , and consider the random vector (

^

U

1

; : : : ;

^

U

J

) such that

^

U

i

= U

�

i

and

^

U

j

= U

j

for j 6= i. Note that (

^

U

1

; : : : ;

^

U

J

) 2 U . We �rst show that for each �xed j,

E[(U � C)

+

U

j

]

CE[U

j

]

�

E[(

^

U � C)

+

^

U

j

]

CE[

^

U

j

]

: (6:14)
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Consider the case i 6= j. Let V = U � U

i

� U

j

. Let dF

V

(�) and dF

U

j

(�) be the

distribution functions for V and U

j

. Noting that U

i

, U

j

and V are independent, we have

E[(U � C)

+

U

j

] = E[(U

i

+ V + U

j

� C)

+

U

j

]

=

Z

1

0

Z

1

0

E[(U

i

+ v + u� C)

+

u]dF

V

(v)dF

U

j

(u)

The function f(x) = (x + v + u � C)

+

u within the expectation is an increasing, convex

function in x for each �xed v and u. Thus, because U

i

�

icx

^

U

i

(e.g., see Proposition 1.5.1

in [71]), we have

E[(U

i

+ v + u� C)

+

u] � E[(

^

U

i

+ v + u� C)

+

u]

for all v and u. Combining the above two equations gives

E[(U � C)

+

U

j

] � E[(

^

U � C)

+

^

U

j

];

which, when combined with E[

^

U

j

] = E[U

j

], gives (6.14).

Now consider the case i = j. Let W = U � U

i

. Using U

i

� c

�

i

, the independence of W

and U

i

, and the independence of W and

^

U

i

, we obtain

E[(U � C)

+

U

i

]

CE[U

i

]

=

E[(W + U

i

� C)

+

U

i

]

CE[U

i

]

�

E[(W + c

�

i

� C)

+

]

C

E[U

i

]

E[U

i

]

=

E[(W + c

�

i

� C)

+

]

C

E[

^

U

i

]

E[

^

U

i

]

=

E[(W + c

�

i

� C)

+

^

U

i

]

CE[

^

U

i

]

:

Also

E[(

^

U � C)

+

^

U

i

] = E[(W +

^

U

i

� C)

+

^

U

i

]

= E[(W + c

�

i

� C)

+

^

U

i

]:

Combining the above two equations gives (6.14) for i = j.

Thus (6.14) holds for all i = 1; : : : ; J . Therefore, starting with the original vector

(U

1

; : : : ; U

J

) 2 U we can replace U

1

with U

�

1

and obtain a new vector in U such that

(6.14) holds. Rename this new vector as (U

1

; : : : ; U

J

). We can repeat the procedure, this
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time replacing U

2

with U

�

2

, and again obtaining a new vector in U such that (6.14) holds.

Performing this procedure for all i = 1; : : : ; J gives (6.13).

Using the fact that U

�

j

is a Bernoulli random variable, we obtain from Theorem 7 the

following expression for the bound of P

loss

(j):

�

�

j

=

E

h

(

P

k 6=j

U

�

k

+ c

�

j

� C)

+

i

C

(6:15)

We can compute these bounds directly by convolving the distributions of the independent

random variables. An e�cient approximate convolution algorithm is presented in [39]. We

can also obtain an accurate approximation for the right{hand side of (6.15) by applying

large deviation theory to the expectation in the numerator: To this end let

�

U

�

k

(s) := lnE[e

sU

�

k

]:

Note that �

U

�

k

(s) is the logarithm of the moment generating function for U

�

k

. We de�ne

U

�

=

X

k 6=j

U

�

k

:

Note that

�

U

�

(s) =

X

k 6=j

�

U

�

k

(s)

by the independence of the U

�

k

's. The large deviation (LD) approximation gives the fol-

lowing approximation for �

�

j

[62]

1

Cs

?

2

q

2��

00

U

�

(s

?

)

e

�s

?

(C�c

�

j

)+�

U

�(s

?

)

;

where s

?

is the unique solution to

�

0

U

�

(s

?

) = C � c

�

j

:

The LD approximation is known to be very accurate [62, 25, 13, 14, 57] and is also com-

putationally very e�cient. We use the LD approximation for the numerical studies in this

chapter.

In summary, (6.15) is a simple expression for the worst{case loss probability �

�

j

; this

simple expression involves the independent Bernoulli random variables U

�

1

; : : : ; U

�

J

, whose
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distributions we know explicitly. The LD approximation for (6.15) is highly accurate and

is easily calculated. For admission control, we advocate using the LD approximation to

calculate �

�

j

and then verifying the QoS requirement, i.e., verifying in real{time whether

�

�

j

� �

j

for all j = 1; : : : ; J .

We note that Doshi [12] studies the arrival processes that maximize an aggregate loss

ratio and an individual loss ratio. He discovers a number of anomalies of these loss criteria.

With our bound P

loss

(j) (6.8) the loss is maximized by the Bernoulli random variables

U

�

1

; : : : ; U

�

J

. Doshi focuses on the simple regulator and does not consider the smoothing of

tra�c.

6.3.1 The Optimal Smoother

Up to this point we have assumed that the smoother for each connection j consists of a

single bu�er that limits the peak rate of the smoother output to c

�

j

. In this subsection

we study more general smoothers, namely, smoothers that consist of a cascade of leaky

buckets. The smoother for connection j, de�ned by a function S

j

(t), constrains the amount

of tra�c that can enter the network over any time interval. Speci�cally, if B

j

(t) is the

amount of tra�c leaving smoother j over the interval [0; t], then B

j

(t) is required to satisfy

B

j

(t + �)�B

j

(�) � S

j

(t) for all t � 0; � � 0:

We assume throughout this section that the smoother functions are of the form

S

j

(t) = min

1�k�M

j

fs

k

j

+ r

k

j

tg (6.16)

with r

1

j

> r

2

j

> � � � > r

M

j

j

and 0 = s

1

j

< s

2

j

< � � � < s

M

j

j

. These piecewise linear, concave

smoother functions can be easily implemented by a cascade of leaky buckets. The single{

bu�er smoother de�ned in Section 6.2 is a special case with M

j

= 1; s

1

j

= 0 and r

1

j

= c

�

j

.

We say that a set of smoothers (S

1

(t); :::; S

J

(t)) is feasible if the maximum delay in-

curred at smoother j is � d

j

for all j = 1; : : : ; J . By de�nition the set of smoothers

(c

�

1

t; : : : ; c

�

J

t) studied earlier is feasible. Now �x a feasible set of smoothers (S

1

(t); : : : ; S

J

(t)),

and let the regulated tra�c from the J connections pass through these smoothers. Let

�

j

= sup

A

E

h

(

P

J

k=1

U

k

� C)

+

U

j

i

C �E[U

j

]

(6.17)
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be the associated worst{case loss probability. Recall that �

�

j

is the same worst{case loss

probability but with the tra�c passing through the set of smoothers (c

�

1

t; : : : ; c

�

J

t). The

proof of the following result is provided in Appendix A.

Theorem 8 �

�

j

� �

j

for all j = 1; : : : ; J. Thus the single{bu�er smoothers with c

j

= c

�

j

minimize the worst{case loss probability over all feasible sets of smoothers.

It follows from Theorem 8 that the more complex smoothers consisting of cascaded

leaky buckets do not increase the connection carrying capacity of the network. Thus

without loss of performance, we may use the simple smoothers of the form (c

1

t; : : : ; c

J

t).

Furthermore, Theorem 8 veri�es the intuition that in order to maximize the admission

region the smoother rates are as small as the delay constraints permit, that is, c

j

= c

�

j

for

j = 1; : : : ; J .

6.3.2 A Heuristic for Finding a Leaky Bucket Characterization of Pre-

recorded Sources

In this subsection we discuss how to obtain a good characterization E

j

(t) of a source for

a given restriction L

j

on the number of leaky buckets. For any given characterization

E

j

(t) we use at the network edge a single{bu�er smoother with rate c

�

j

given by (6.5).

Our goal is to �nd a characterization E

j

(t) that has at most L

j

slopes (i.e., L

j

cascaded

leaky buckets) and attempts to minimize both �

j

and c

�

j

. From Theorem 8 we know that

minimizing �

j

and c

�

j

minimizes the worst{case loss probabilities, and thereby maximizes

the connection{carrying capacity of the network.

We develop the heuristic for determining the characterization E

j

(t) in the context

of prerecorded sources. These sources include full{length movies, music video clips and

educational material for video{on{demand (VoD) and other multimedia applications. It

is well known how to compute the empirical envelope for prerecorded sources [31, 75, 40].

The empirical envelope gives the tightest bound on the amount of tra�c that can emanate

from a prerecorded source over any time interval. The empirical envelope is however not

necessarily concave, and therefore we may not be able to be characterize it by a cascade

of leaky buckets. However, applying the algorithms of Knightly et al. [75] or Grahams
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Scan [5], we can compute the concave hull of the empirical envelope. The concave hull for

connection{j tra�c, denoted by H

j

(t), takes the form

H

j

(t) = min

1�i�K

j

f�

i

j

+ �

i

j

tg: (6.18)

Here, K

j

denotes the number of piecewise linear segments in the concave hull. Without

loss of generality we may assume �

1

j

< �

2

j

< � � � < �

K

j

j

and �

1

j

> �

2

j

> � � � > �

K

j

j

.

The number of segments in the concave hull can be rather large. The \Silence of The

Lambs" video segment used in our numerical experiments, for instance, has a concave hull

consisting of 39 segments. This implies that 39 leaky bucket pairs are required to police

the tightest concave characterization of the \Silence of The Lambs" video segment. Our

goal is to �nd a more succinct characterization of prerecorded sources in order to simplify

call admission control and tra�c policing.

Suppose that a source is allowed to use L

j

(L

j

< K

j

) leaky buckets to characterize its

tra�c. We now present a heuristic for the following problem: Given a source's concave

hull H

j

(t) = min

1�i�K

j

f�

i

j

+ �

i

j

tg and the delay limit d

j

, �nd L

j

leaky buckets (out of the

K

j

leaky bucket pairs in the concave hull) that maximize the admission region.

We illustrate our heuristic for the case L

j

= 2. For L

j

= 2 the tra�c constraint function

takes the form

E

j

(t) = minf�

a

j

j

+ �

a

j

j

t; �

b

j

j

+ �

b

j

j

tg with 1 � a

j

; b

j

� K

j

; (6.19)

where the indices a

j

and b

j

are yet to be speci�ed. Our strategy is to �rst choose the

leaky bucket that has the tightest bound on the average rate (i.e., minimize �

j

), and then

choose another leaky bucket which minimizes the smoother rate c

�

j

. Let r

ave

j

denote the

average rate of the prerecorded source. We found in our numerical experiments that some

of the leaky bucket pairs in the concave hull (particularly those with high indices) may

have slopes < r

ave

j

. We set b

j

= maxfi : �

i

j

� r

ave

j

; 1 � i � K

j

g. In words, we use the

highest indexed leaky bucket with a slope larger than r

ave

j

to specify the sources' average

rate.

In order to �nd the leaky bucket indexed by a

j

we consider all leaky buckets (�

i

j

; �

i

j

)

with 1 � i < b

j

. We compute the smoother rates obtained by combining each of the leaky

buckets (�

i

j

; �

i

j

); 1 � i < b

j

with the leaky bucket (�

b

j

j

; �

b

j

j

) and select the index i that
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gives the smallest smoother rate | and thus the largest admission region. More formally,

let c

�i

j

; 1 � i < b

j

, denote the minimal smoother rate for tra�c with regulator function

E

j

(t) = minf�

i

j

+ �

i

j

t; �

b

j

j

+ �

b

j

j

tg and delay bound d

j

. By (6.5) we have

c

�i

j

= max

t�0

minf�

i

j

+ �

i

j

t; �

b

j

j

+ �

b

j

j

tg

d

j

+ t

:

We can obtain a more explicit expression for c

�i

j

. Since

minf�

i

j

+ �

i

j

t; �

b

j

j

+ �

b

j

j

tg =

8

>

<

>

:

�

i

j

+ �

i

j

t for 0 � t � t

i

�

b

j

j

+ �

b

j

j

t for t � t

i

with t

i

= (�

b

j

j

� �

i

j

)=(�

i

j

� �

b

j

j

), we have

c

�i

j

= max

2

4

max

0�t�t

i

�

i

j

+ �

i

j

t

d

j

+ t

; max

t�t

i

�

b

j

j

+ �

b

j

j

t

d

j

+ t

3

5

:

The expressions inside the max[�] can be further simpli�ed. It can be shown that

max

0�t�t

i

�

i

j

+ �

i

j

t

d

j

+ t

=

8

>

<

>

:

�

i

j

d

j

if d

j

�

�

i

j

�

i

j

�

i

j

+�

i

j

t

i

d

j

+t

i

; if d

j

�

�

i

j

�

i

j

and

max

t�t

i

�

b

j

j

+ �

b

j

j

t

d

j

+ t

=

8

>

>

>

<

>

>

>

:

�

i

j

+�

i

j

t

i

d

j

+t

i

; if d

j

�

�

b

j

j

�

b

j

j

�

b

j

j

d

j

if d

j

�

�

b

j

j

�

b

j

j

:

We set the smoother rate to min

1�i<b

j

c

�i

j

and set a

j

to the index that attains this minimum.

We now briey discuss how to �nd the optimal regulator function consisting of 3 or

more leaky buckets. First, note that there are

0

B

@

b

j

� 1

L

j

� 1

1

C

A

combinations of leaky bucket

pairs to consider. This can be computationally prohibitive. The heuristic can be sped

up by considering only regulator functions consisting of L

j

� 1 consecutive leaky buckets

of the concave hull and the leaky bucket (�

b

j

j

�

b

j

j

). In the case L

j

= 3, for instance, we

compute the minimal smoother rates only for the regulator functions E

j

(t) = minf�

i

j

+

�

i

j

t; �

i+1

j

+ �

i+1

j

t; �

b

j

j

+ �

b

j

j

tg with 1 � i < b

j

� 1. This speed{up of the heuristic can

produce a suboptimal regulator function. Our numerical experiments (see Section 6.4),

however, indicate that it works surprisingly well.
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6.3.3 Interaction between Application and Network

In this subsection we discuss how the responsibilities of smoothing, call admission control

and tra�c policing can be shared by the application and the network. Call admission

control is the responsibility of the network. Before accepting a new connection, the network

has to ensure that the QoS requirements continue to hold for all established connections

and the new connection. Policing is also a network responsibility. The network edge

has to police all established connections in order to ensure that all connections comply

with their respective regulator function advertised at connection establishment. While call

admission control and tra�c policing are responsibilities of the network, smoothing can

be performed by either the application or the network. We refer to the case where the

application performs the smoothing and sends the smoothed tra�c to the network edge

as application smoothing. The case where the application sends its unsmoothed tra�c to

the network edge and the network edge performs the smoothing is referred to as network

smoothing.

With application smoothing the application internally smoothes its tra�c. Based on

the regulator function of its tra�c and the maximum delay it can tolerate, the application

�nds the minimum smoother rate by applying (6.5). Since the smoothing is done by the

application, there is no need to reduce the number of leaky buckets used to characterize

the tra�c by applying the heuristic outlined in Section 6.3.2. Instead, the concave hull

of a prerecorded source is used directly for dimensioning its smoother. The application

advertises the regulator function E

j

(t) = minfc

�

j

t; �

L

j

j

+�

L

j

j

tg and the delay bound d

j

= 0

to the network. We remark that this dual leaky bucket regulator function has been adopted

by the ATM Forum [19] and is being proposed for the Internet [69]. The network does not

have to be aware of the smoothing done by the application. The network edge dimensions

its own smoother based on E

j

(t) and d

j

= 0. Since d

j

= 0 the networks' smoother

degenerates to a server with rate c

�

j

preceded by a bu�er of size zero.

With network smoothing the application advertises its regulator function and maximum

tolerable delay to the network. Prerecorded sources apply the heuristic of Section 6.3.2

when the network restricts the number of leaky buckets to a number smaller than the

number of segments in the concave hull. The network edge dimensions the smoother based
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d

lambs

a

lambs

�

a

lambs

lambs

�

a

lambs

lambs

c

�

lambs

t

a

lambs

t

c

�

sec. kByte kbit/sec kbit/sec sec. sec.

0 1 0 3474.8 3474.8 7.735 7.735

0.042 2 13.3 939.3 2535.5 34.435 10.858

0.125 2 13.3 939.3 939.0 34.435 34.596

0.250 4 23.5 802.2 801.9 42.256 42.594

0.500 8 43.5 711.0 710.8 49.610 50.318

1.000 10 69.9 676.9 674.7 52.768 54.216

Table 6.1: Parameters of the optimal leaky bucket characterization with 2 leaky buckets

as a function of the delay bound for the lambs trace. The average rate is characterized

by the 34th leaky bucket, i.e., b

lambs

= 34, with parameters �

b

lambs

lambs

= 3; 157:8 kByte and

�

b

lambs

lambs

= 208.8 kbit/sec for all delay bounds.

on the regulator function and delay bound supplied by the application. Call admission

control is based on the assumption of worst{case on{o� tra�c at the smoother output.

The network edge polices the applications' tra�c before it enters the smoother and drops

violating tra�c.

6.4 Numerical Experiments

In this section we evaluate the smoothing/bu�erless multiplexing scheme proposed in this

chapter using traces from MPEG{1 encoded movies (see Table 3.1). In all experiments

we consider a single bu�erless multilexer which feeds into a 45 Mbps link. Let x

n

; n =

1; : : : ; N , denote the size of the nth frame in bits. We convert the discrete frame size trace

to a uid ow by transmitting the nth frame at rate x

n

F over the interval [n� 1=F; n=F ].

We �rst evaluate the heuristic of Section 6.3.2. We compute the empirical envelope

and the concave hull of each trace using the algorithms of Knightly et al. [75]. Based on

the concave hull of each video we compute the minimal smoother rate c

�

j

. We also apply

the heuristic of Section 6.3.2 to the concave hull in order to �nd the optimal leaky bucket

characterization with 2 and more leaky buckets. (We apply the speed{up described in

Section 6.3.2 for the leaky bucket characterizations with 3 or more leaky buckets.)

The heuristic of Section 6.3.2 produced the optimal leaky bucket characterizations given

in Table 6.1 for the lambs trace. The table gives the index a

lambs

and the parameters of the
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leaky bucket (�

a

lambs

lambs

; �

a

lambs

lambs

) for various delay bounds. The average rate is characterized by

the 34th leaky bucket in the concave hull, i.e., b

lambs

= 34, for all delay bounds. The table

also gives the minimal smoother rates for the various delay bounds. The table furthermore

lists the time t

a

lambs

. Recall from Section 6.3.2 that t

a

lambs

is the time where the slopes of

the leaky buckets (�

a

lambs

lambs

; �

a

lambs

lambs

) and (�

b

lambs

lambs

; �

b

lambs

lambs

) intersect. We also give the time

t

c

�

de�ned by c

�

j

t

c

�

= �

b

j

j

+ �

b

j

j

t

c

�

, that is, t

c

�

is the time where the leaky buckets (0; c

�

j

)

and (�

b

j

j

; �

b

j

j

) intersect. The tra�c at the smoother output is thus characterized by the

regulator function

E

j

(t) = minfc

�

j

t; �

b

j

j

+ �

b

j

j

tg =

8

>

<

>

:

c

�

j

t for 0 � t � t

c

�

�

b

j

j

+ �

b

j

j

t for t � t

c

�

Intuitively, t

c

�

is the maximum burst length of the smoother output, that is, the smoother

can burst at rate c

�

j

for at most t

c

�

seconds.

For a delay bound of zero, the smoother rate is set to the rate of the �rst leaky bucket,

i.e., the peak rate of the trace. For d

lambs

= 0.042 sec (= 1=F ) the trace is characterized

by the 2nd and 34th leaky bucket of the concave hull (a

lambs

= 2; b

lambs

= 34). Note that

d

lambs

< �

a

lambs

lambs

=�

a

lambs

lambs

in this case and c

lambs

= �

a

lambs

lambs

=d

lambs

. For d

lambs

� 0.125 sec we

have d

lambs

> �

a

lambs

lambs

=�

a

lambs

lambs

and c

�

lambs

= (�

a

lambs

j

+ �

a

lambs

j

t

a

lambs

)=(d

j

+ t

a

lambs

).

Assuming worst{case on{o� tra�c, the smoother outputs are statistically multiplexed

onto the bu�erless link as discussed in the previous sections. We set �

j

= 10

�7

for all con-

nections. In Figure 6.2 we plot the number of admissible video connections as a function

of the delay bound. The graph gives the number of admissible video connections when the

videos are characterized by the concave hull or the optimal leaky bucket characterization

with 2 leaky buckets. We observe from the plots that the optimal leaky bucket characteri-

zation with 2 leaky buckets admits almost as many video connections as the more accurate

concave hull characterization. The curves for 3 or more leaky buckets coincide with the

curve for the concave hull.

In the next experiment we compare the admission region of our approach with the

admission region obtained with the deterministic admission control condition of Knightly

et al. [75]. Note that the deterministic approach of Knightly et al. is lossless and guarantees

that no bit is delayed by more than the prespeci�ed delay limit in the multiplexer bu�er.
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Figure 6.2: Number of video connections as a function of the delay bound. The videos

are characterized by the concave hull or the optimal leaky bucket characterization with 2

leaky buckets. The bound on the loss probability is 10

�7

.

Our approach, on the other hand, exploits the independence of tra�c emanating from the J

connections. The videos are passed through simple smoothers with c

j

= c

�

j

. The smoother

outputs | assuming worst{case on{o� tra�c | are then statistically multiplexed onto the

bu�erless link, as discussed in the preceding sections. We set �

j

= 10

�7

for all connections.

Losses this small have essentially no impact on the perceived video quality and can be

easily hidden by error concealment techniques [43].

In Figure 6.3 we plot the number of admissible lambs connections as a function of the

delay bound. The graph gives the number of lambs connections that are admitted with

the our approach (RRR) when 2 or 3 leaky buckets (LB) are used to characterize the

video trace. As we just saw in Figure 6.2 the optimal leaky bucket characterization with 3

leaky buckets admits as many connections as the concave hull, the most accurate, concave

characterization of the video; using more leaky buckets does not increase the admission

region. We also plot the number of lambs connections that are admitted with the approach

of Knightly et al. (KLZ) when 2, 3, 8 or 16 leaky buckets are used to characterize the trace.

We observe that for delays on the order of .5 seconds or more, the number of admissible

connections signi�cantly increases as the number of leaky buckets used to describe the

trace increases. The approach of Knightly et al. thus greatly bene�ts from a more accurate

characterization of the video | achieved by more leaky buckets.
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Figure 6.3: Number of lambs connections as a function of the delay bound and the num-

ber of leaky buckets (LB). Plots shown are for Knightly et al. (KLZ) [75] and our ap-

proach(RRR). The bound on the loss probability is 10

�7

.

The main result of this experiment, however, is that our approach allows for more than

twice the number connections than does the approach of Knightly et al. For example, for

a delay bound of 1.1 seconds, Knightly et al. admit 69 connections ( = 29.6 % average

link utilization) with 16 leaky buckets while our approach admits 146 connections ( = 62.7

% average link utilization) with 3 leaky buckets. We obtain this dramatic increase in the

admission region by exploiting the independence of the sources and allowing for a small

loss probability.

In Figure 6.4 we consider multiplexing two di�erent movies, beans and lambs, each with

its own delay constraint. We again assume a 45 Mbps link. We use delay bounds of d

lambs

=

125 ms or 1.25 seconds and d

bean

= 125 ms or 1.25 seconds, giving four combinations. Both

videos are characterized by 3 leaky buckets. We assume that both video connections have
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Figure 6.4: Admission region for the multiplexing of lambs and bean connections over a

45 Mbps link.

the QoS requirement that the fraction of tra�c that is delayed by more than the imposed

delay limit is less than 10

�7

. For the Knightly et al. plot we use Earliest Deadline First

(EDF) scheduling. We see that for all four cases, the admission region for our approach is

dramatically larger.

In Figure 6.5 we compare the actual loss probability, P

info

loss

(j) given by (6.7) with our

bound for loss probability, P

loss

(j), given by (6.8). We obtain P

info

loss

(j) and P

loss

(j) by

simulation, and assume worst{case on{o� tra�c. We also verify the accuracy of the large

deviation approximation for P

loss

(j). In Figure 6.5 we plot the loss probabilities as a

function of the number of connections being multiplexed over a 45 Mbps link. We consider

the scenario where the videos have a delay bound of 1 second and are characterized by
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Figure 6.5: The simulation veri�es that the bound on the loss probability P

loss

(j) tightly

bounds the actual loss probability P

info

loss

(j). The plots further con�rm the accuracy of the

Large Deviation (LD) approximation. We use a delay bound of 1 second and characterize

the videos by 3 leaky buckets. The link rate is 45 Mbps. The plots give the loss probability

as a function of the number of ongoing connections.

3 leaky buckets. We observe that the bound on the loss probability P

loss

(j) (solid line)

tightly bounds the actual loss probability P

info

loss

(j) (dotted line). We also observe that the

LD approximation (dashed line) closely approximates the simulation results.

6.5 Comparison with Bu�ered Statistical Multiplexing

The numerical results of the previous section show that our approach allows for dramati-

cally more connections than bu�ered deterministic multiplexing. In this section we briey

consider bu�ered multiplexing with an allowance of small loss probabilities, which we re-

fer to as bu�ered statistical multiplexing. Consider the bu�ered analogy of the single{link

bu�erless system studied in Section 6.3. The link has capacity C and is preceded by a �nite

bu�er of capacity B. Let the same J connections arrive to this system; speci�cally the J

connections are independent and the jth connection is regulated by a given regulator func-

tion E

j

(t). The tra�c from the J connections passes directly into the bu�ered multiplexer,

i.e., the tra�c is not pre{smoothed before arriving at the bu�er. This bu�ered system is

illustrated in Figure 6.6. Assuming that tra�c is served FIFO, the maximum delay in this
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Figure 6.6: The tra�c of connection j is characterized by the regulator function E

j

(t) and

fed directly, i.e. unsmoothed, into a bu�ered multiplexer.

system is d = B=C. Suppose that the bu�er overow probability is constrained to be no

greater than �.

It is a di�cult and challenging problem to accurately characterize the admission region

for a bu�ered multiplexer which multiplexes regulated tra�c and which allows for statistical

multiplexing. In the seminal paper, Elwalid et al. in [14] consider the bu�ered multiplexer

for the special case of regulators with two leaky buckets, i.e., for E

j

(t) = minf�

1

j

t; �

j

+�

j

tg.

(In our numerical comparisons, we extend their theory to the case of multiple cascaded

leaky buckets.) In order to make the bu�ered multiplexer mathematically tractable they

assign each connection its own virtual bu�er/trunk system. Each virtual bu�er/trunk

system is allocated bu�er b

0;j

and bandwidth e

0;j

. The allocations are based on the bu�er

and bandwidth resources (B and C, respectively) and on the regulator parameters (�

j

, �

1

j

,

and �

j

) for the input tra�c. It turns out that the bandwidth e

0;j

is exactly the c

�

j

obtained

by setting d

j

= d = B=C in (6.4). After some analysis Elwalid et al. obtain the following

bound on the fraction of time during which loss occurs at the bu�ered multiplexer:

P

EMW

loss

= P (U

�

1

+ � � �+ U

�

J

� C):

where U

�

1

; : : : ; U

�

J

are exactly the same random independent random variables that occur in

Theorem 7. (To calculate the associated c

�

1

; : : : ; c

�

J

, set d

j

= d = B=C for each connection

j.)
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This observation indicates that the bu�erless system of this chapter has remarkably

similarities with the bu�ered system in [14]. Speci�cally, for a �xed maximum delay d

in the bu�ered system, we can design a bu�erless system with pre{smoothers which has

the same maximum delay and which has an admission region based on the same set of

independent random variables U

�

1

; : : : ; U

�

J

. The pre{smoothers essentially implement the

virtual bu�er/trunk systems introduced by Elwalid et al. For a maximum loss probability

of � the admission region for the bu�ered multiplexer is de�ned by

P (U

�

1

+ � � �+ U

�

J

� C) � �

whereas the admission region for the bu�erless system is

E[(

P

J

k=1

U

�

k

� C)

+

U

�

j

]

C �E[U

�

j

]

� �:

Although these admission regions are di�erent, they are based on exactly the same

independent random variables U

�

1

; : : : ; U

�

J

. The di�erence in these admission regions is

an artifact of using two di�erent notions of loss probability: while in this chapter we

use \fraction of tra�c lost", the paper [14] uses \the fraction of time during which loss

occurs". If the same notions of loss were used, then the admission regions would be

identical. Figure 6.7 gives the number of lambs connections that are admitted with the

approach of Elwalid et al. (EMW) [14] and our approach (RRR) when 3 leaky buckets

are used to characterize the trace. We assume a 45 Mbps link and set �

j

= 10

�7

for all

connections.

Thus, our bu�erless system has essentially the same admission region as the bu�ered

system in [14] for a �xed worst{case delay d and loss probability �. While being no more

di�cult to perform call admission, we believe that the bu�erless system has some impor-

tant advantages over the bu�ered system: (i) no bu�er is needed at the multiplexer (for

packetized tra�c, a relatively small bu�er would be needed); (ii) the bu�erless approach

allows for a per{connection QoS requirement, whereas the bu�ered system imposes the

same QoS requirement on all connections; and (iii), perhaps most importantly, networks

are quite tractable for bu�erless links, as we can reasonably approximate a connection's

tra�c at the output of the multiplexer as being identical to its tra�c at the input to the

multiplexer.
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Figure 6.7: Number of lambs connections as a function of the delay bound. The lambs

video is described by 3 leaky buckets. Plots shown are for Elwalid et al. (EMW) [14] and

our approach(RRR). The di�erence in the number of admissible connections is due to the

di�erent notions of loss probability. Elwalid et al. use \fraction of time during which loss

occurs" while we use \fraction of tra�c lost".

On the other hand, the bu�ered system does have some advantages over the bu�erless

system. First, although both systems have the same worst{case delay, the bu�ered system

will have a lower average delay. Second, the admission region of [14] can be increased

using the techniques in [42] and [54] (at the expense of a much more complicated admission

procedure). Because multimedia applications are typically designed for a delay bound, and

because the aforementioned increase in admission region is typically small, we feel that the

advantages of the bu�erless approach outweigh the advantages of the bu�ered approach.

6.6 Conclusion

In this chapter we have considered tra�c management for multimedia networking applica-

tions which permit a small amount of loss and some bounded delay. We have argued that

it is preferable to smooth the tra�c at the ingress and to perform bu�erless statistical mul-

tiplexing within the node than to use shared{bu�er multiplexing. For our scheme we have
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determined the worst{case tra�c and have outlined an admission control procedure based

on the worst{case tra�c. We have also explicitly characterized the optimal smoother.

As pointed out in Section 6.3.3 the smoothing can be performed by either the network

(at the network edge) or by the applications themselves. If the applications perform the

smoothing, then an application should smooth the tra�c as much as permitted by the de-

lay constraint, and the network should o�er a service to the application which guarantees

queueing{free delays (delays only due to propagation and nodal processing) and allows the

application to specify a maximum tolerable loss rate. The network node should perform

statistical multiplexing in order to maximize its connection{carrying capacity. To guar-

antee QoS, admission control should suppose that the tra�c is adversarial to the extent

permitted by the regulators and smoothers.
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Chapter 7

Conclusion

In this thesis we have established a framework for the management of prerecorded tra�c

in broadband networks. In Chapters 2 through 4 we have shown how to exploit the special

properties of prerecorded tra�c | predictability and prefetchability | in order to allow

for e�cient transport. Our protocols a�ord a connection probabilistic QoS guarantees

while e�ciently utilizing network resources.

Even though we have de�ned our prefetching protocols for discrete{time video connec-

tions that display a new frame roughly every 40 msec our protocols can easily be adapted

for continuous{time tra�c such as audio tra�c. One option is to employ a packet{based

prefetching protocol as described in Section 3.6. With this packet{based protocol the

amount of prefetched tra�c in a clients' bu�er in measured in the number of prefetched

packets.

Alternatively, we may divide time into �xed{length slots of, say, 40 msec and prefetch

the continuous tra�c slot by slot. With this scheme the amount of prefetched tra�c in a

clients' bu�er is measured in the number of prefetched tra�c slots and the frame{based

prefetching protocol de�ned in Section 3.3 is modi�ed in the obvious manner.

There are several avenues for future research. It is important to evaluate the prefetching

protocols with a greater variety of multimedia tra�c traces. These experiments require

traces that give an accurate account of the bandwidth requirements of long video sequences.

Unfortunately, there are currently only few such traces publicly available. Furthermore, it

would be useful to extend the decentralized prefetch protocols such that they can tolerate
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longer feedback delays. This would allow the servers to be distributed deeper into the

network. Its is also worthwhile to develop a hybrid scheme that combines centralized and

decentralized prefetching. Such a hybrid scheme is useful when each video server feeds not

one but many clients and a number of servers share a common link.

In Chapters 5 and 6 we have studied tra�c management schemes for regulated tra�c.

Regulated tra�c is not necessarily prerecorded. The concepts studied here apply also to

live sources as long as they can supply a regulator function. Specifying a regulator function

for a live source is, however, a challenging problem. Finding a tight regulator function of

a prerecorded source, on the other hand, is a straightforward task. The concept of reg-

ulated tra�c is very popular within the standards bodies of the ATM [19] and Internet

[69] communities and has therefore received a great deal of attention. Our research indi-

cates that it is possible to e�ciently transmit prerecorded multimedia tra�c within the

regulated tra�c framework. We show that smoothers at the network edge and statistical

multiplexing with small loss probabilities are key elements of such a transmission scheme.

The research in Chapter 6 is restricted to a single node. We are currently extending the

smoothing/bu�erless multiplexing scheme to a more general multi{hop network.

The call admission rule in Chapter 6 assumes that the smoothers feed adversarial on{o�

tra�c into the network. The advantage of this approach is that it allows us to guarantee the

QoS negotiated at call set{up time as long as all sources transmit within the limits of the

leaky bucket constraints that they declared at call set{up. These leaky bucket constraints

are easy to police. We are therefore able to prevent tra�c that violates the leaky bucket

constraints from entering the network and are thus able to guarantee the agreed upon

QoS. The disadvantage of this \adversarial" approach is that it can be overly conservative

and lead to low network utilizations. An alternative approach is to base call admission

on the actual tra�c at the smoother outputs. This approach works as follows. We design

the smoother of connection j such that no bit is delayed by more than d

j

. The design

described in Section 6.2 achieves exactly that. Next, we simulate passing the prerecorded

video through the smoother and �nd the frame size trace at the smoother output. We then

apply the methodology developed in Chapter 2 and base the call admission decision on the

smoothed frame size trace at the smoother output. We refer to this approach as the non{

adversarial approach. The non{adversarial approach takes advantage of the predictability
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of prerecorded tra�c. It is less conservative than the adversarial approach and gives

higher link utilizations. We have conducted some preliminary numerical investigations

of the non{adversarial approach that are very promising. One disadvantage of the non{

adversarial approach is that a source has to specify its tra�c with a very verbose frame size

trace. It is also not possible to police a source in a straightforward manner. Preventing a

malicious source from deteriorating everyones QoS is an unsolved challenge.
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Appendix A

Proof of Theorem 8

The purpose of this appendix is to provide a proof for Theorem 8. But �rst we need to

establish two lemmas.

Lemma 2 A necessary condition for (S

1

(t); : : : ; S

J

(t)) to be feasible is r

1

j

� c

�

j

for all

j = 1; : : : ; J.

Proof. From [7, 8, 23] the maximum delay at smoother j is

~

d

j

= max

t�0

f max

1�k�M

j

E

j

(t)� s

k

j

r

k

j

� tg: (8.1)

Suppose r

1

j

< c

�

j

for some j = 1; : : : ; J . Because s

k

j

� 0 and r

k

j

� r

1

j

for all k, it follows

from (8.1) that

~

d

j

� max

t�0

f

E

j

(t)

r

1

j

� tg: (8.2)

And because, by assumption, r

1

j

< c

�

j

, it follows from (8.2) that

~

d

j

> max

t�0

f

E

j

(t)

c

�

i

� tg = d

j

;

where the last equality follows from (6.4).

Lemma 3 There exists a stochastic vector arrival process in A that produces the steady-

state rate variables

~

U

1

; : : : ;

~

U

J

with

~

U

j

having distribution

~

U

j

=

8

>

<

>

:

min(r

1

j

; �

1

j

) with probability

�

j

min(r

1

j

;�

1

j

)

0 with probability 1�

�

j

min(r

1

j

;�

1

j

)

at the smoother outputs.
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Table 8.1: On{times and periods of

~

b

j

(t) and ~o

j

(t).

Proof. For each j = 1; : : : ; J , let t

j

= �

2

j

=(�

1

j

� �

2

j

) and �

j

= s

2

j

=(r

1

j

� r

2

j

). At t = t

j

the

slope of E

j

(t) changes form �

1

j

to �

2

j

< �

1

j

. Consequently, E

j

(t

j

) = �

1

j

t

j

is the maximum

size burst that can be transmitted at rate �

1

j

, provided successive maximum size bursts are

spaced at least E

j

(t

j

)=�

j

� t

j

apart. Similarly, at t = �

j

the slope of S

j

(t) changes form r

1

j

to r

2

j

< r

1

j

. Consequently, S

j

(�

j

) = r

1

j

�

j

is the maximum size burst the smoother can pass

at rate r

1

j

, provided successive maximum size bursts are spaced at least S

j

(�

j

)=r

M

j

j

� �

j

apart.

Let

~

b

j

(t) be a deterministic periodic function such that

~

b

j

(t) =

8

>

<

>

:

�

1

j

0 � t < t

on

j

0 t

on

j

� t � T

j

:

with on{time t

on

j

and period T

j

given in Table 8.1. Also, let �

1

; : : : ; �

J

be independent

random variables with �

j

uniformly distributed over [0; T

j

] and de�ne the jth stochastic

arrival process as

~

A

j

(t) =

Z

t

0

~

b

j

(s+ �

j

)ds:

Thus each component arrival process (

~

A

j

(t); t � 0) is generated by a periodic on-o�

source; the jth process has peak rate �

1

j

and average rate �

j

. The argument in the proof

of Theorem 7 shows that the vector process (

~

A(t); t � 0) is a feasible process in A.

It remains to show that by sending each component process (

~

A

j

(t); t � 0) into its

respective smoother we obtain an on-o� process whose peak rate is min(r

1

j

; �

1

j

) and whose

average rate is �

j

. Speci�cally, we now show that

~

A

j

(t) produces

~

O

j

(t) =

R

t

0

~o

j

(s + �

j

)ds

at the smoother output where

~o

j

(t) =

8

>

<

>

:

min(r

1

j

; �

1

j

) 0 � t < �

on

j

0 �

on

j

� t � T

j

;
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where the periods and on{times are given in Table 8.1.

First, consider the case �

1

j

� r

1

j

and E

j

(t

j

) � S

j

(�

j

). Clearly, t

on

j

� t

j

since t

on

j

=

S

j

(�

j

)=�

1

j

and t

j

= E

j

(t

j

)=�

1

j

and by assumption S

j

(�

j

) � E

j

(t

j

). This implies that

E

j

(t

on

j

) = �

1

j

t

on

j

. Hence

S

j

(�

on

j

) = E

j

(t

on

j

): (8.3)

Note furthermore that

t

on

j

� �

on

j

(8.4)

since t

on

j

= S

j

(�

j

)=�

1

j

= r

1

j

�

j

=�

1

j

and by assumption r

1

j

� �

1

j

. Because of (8.3) and (8.4)

and �

on

j

= �

j

the smoother bursts at rate r

1

j

for a duration of �

on

j

when fed with an input

burst at rate �

1

j

for a duration of t

on

j

� t

j

. Also, note that the smoother output has

average rate E

j

(t

on

j

)=T

j

= �

j

� r

M

j

j

, where the last inequality follows from the stability

condition.

Next, consider the case �

1

j

� r

1

j

and E

j

(t

j

) < S

j

(�

j

). We have

�

on

j

� �

j

(8.5)

since �

on

j

= E

j

(t

j

)=r

1

j

and �

j

= S

j

(�

j

)=r

1

j

and by assumption S

j

(�

j

) > E

j

(t

j

). Thus

S

j

(�

on

j

) = r

1

j

�

on

j

. Hence

S

j

(�

on

j

) = E

j

(t

on

j

): (8.6)

Also,

t

on

j

� �

on

j

(8.7)

since t

on

j

= E

j

(t

j

)=�

1

j

and �

on

j

= E

j

(t

j

)=r

1

j

and by assumption �

1

j

> r

1

j

. Because of (8.5),

(8.6) and (8.7) the smoother bursts at rate r

1

j

for a duration of �

on

j

when fed with an

input burst at rate �

1

j

for a duration of t

on

j

. The average rate of the smoother output is

E

j

(t

on

j

)=T

j

= �

j

� r

M

j

j

, where the last inequality follows from the stability condition.

Now consider the case �

1

j

< r

1

j

and E

j

(t

j

) � S

j

(�

j

). We have t

on

j

� t

j

since t

on

j

=

S

j

(�

j

)=�

1

j

and t

j

= E

j

(t

j

)=�

1

j

and by assumption S

j

(�

j

) � E

j

(t

j

). This implies that

E

j

(t

on

j

) = �

1

j

t

on

j

. Hence

S

j

(�

j

) = E

j

(t

on

j

): (8.8)
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Note furthermore that

�

j

� t

on

j

(8.9)

since �

j

= S

j

(�

j

)=r

1

j

and t

on

j

= S

j

(�

j

)=�

1

j

and by assumption r

1

j

> �

1

j

. Because of (8.8),

(8.9) and �

1

j

< r

1

j

(by assumption) the smoother passes the input burst at rate �

1

j

for a

duration of t

on

j

unchanged. The average rate of the smoother output is E

j

(t

on

j

)=T

j

= �

j

�

r

M

j

j

, where the last inequality follows from the stability condition.

Finally, consider the case �

1

j

< r

1

j

and E

j

(t

j

) < S

j

(�

j

). These two assumptions imply

that the smoother can pass the input burst of size E

j

(t

j

) at rate �

1

j

. The average rate of

the smoother output is E

j

(t

on

j

)=T

j

= �

j

� r

M

j

j

, where the last inequality follows from the

stability condition.

Proof of Theorem 8: Using Lemma 3 and mimicking the proof of Theorem 7 we obtain

�

j

=

E

h

(

P

J

k=1

~

U

k

� C)

+

~

U

j

i

C �E[

~

U

j

]

;

where

~

U

1

; : : : ;

~

U

J

are de�ned in Lemma 3. Using the fact that

~

U

j

is a Bernoulli random

variable, we obtain from the above expression

�

j

=

E

h

(

P

k 6=j

~

U

k

+min(r

1

j

; �

1

j

)� C)

+

i

C

�

E

h

(

P

k 6=j

~

U

k

+ c

�

j

� C)

+

i

C

; (8.10)

where the last inequality follows from Lemma 2.

From (6.15) and (8.10) it remains to show that

E[(

X

k 6=j

U

�

k

+ c

�

j

� C)

+

] � E[(

X

k 6=j

~

U

k

+ c

�

j

� C)

+

]: (8.11)

From Lemma 2 and Proposition 1.5.1 in [71]

U

�

k

�

icx

~

U

k

for all k = 1; : : : ; J: (8.12)

The inequality (8.11) follows from (8.12), the independence of U

�

1

; : : : ; U

�

J

and an argument

that parallels the argument in the proof of Theorem 7. 2
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